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Abstract 

As digital technologies proliferate, personal data vulnerabilities enable new 

forms of systemic corruption. Robust data protection frameworks are essential 

safeguards, yet remain underutilized in anti-corruption efforts. This paper analyzes 

the complex intersection between privacy, cyber-security and corruption. Rapid 

technological change has led to exponential growth in personal data generation. 

However, legal and ethical oversight lags behind. Vast troves of user data are 

harvested, often without full consent or transparency, creating information 

asymmetries ripe for abuse. Data may be exploited, manipulated, or weaponized to 

enable digital authoritarianism, cybercrime, discrimination, elite capture, and other 

corrupt ends. Users lack control over or visibility into data misuse once obtained. 

Case examples showcase vulnerabilities across sectors. Tighter constraints on data 

collection, use and sharing, coupled with oversight and accountability measures, 

can help rein in these risks. While data protection principles increasingly shape 

global governance frameworks, considerable implementation and enforcement 

gaps persist. Integrating privacy into anti-corruption programs as a core pillar, 

alongside transparency and ethics initiatives, is vital to secure the data flows 

underpinning digital societies against corrupt interests. 
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In the modern digital age, the issues of cyber corruption and personal data 

protection have become increasingly intertwined. As more and more of our lives 

move online, vast troves of personal data are generated through our use of digital 

services. This data can provide invaluable insights for improving products and 

services. However, it also presents ripe opportunities for abuse through 

unauthorized access or misuse. Corrupt actors can exploit vulnerabilities in data 

systems to gather sensitive information for personal gain. Conversely, robust data 

protection regimes can help guard against such cyber corruption risks. This 

complex interplay between cyber-security, privacy, and corruption is the focus of 

this article[1]. 

Cyber corruption can encompass a wide range of malicious activities, 

enabled by weaknesses in digital systems. The European Commission defines it as 

"any intentional act (or omission) against the security of computing systems 

committed by abusing legitimacy and authority for private gain" (Tzankova & 

Flourentzos, 2019). Some examples include hacking databases to steal or 

manipulate data, spreading disinformation across online networks, harassing 

citizens through technology, or censoring information to protect special interests. 

These acts undermine public trust, distort markets, and weaken institutions that 

rely on the integrity of data. Developing strategies to limit cyber corruption is thus 

essential for good governance [2]. 

At the same time, the adoption of emerging technologies has made personal 

information more vulnerable. Vast caches of user data are collected by 

corporations, governments, and other entities, with varying levels of consent, 

security, and regulatory oversight. Once aggregated, this data can reveal extensive 

details about individuals' identities, habits, locations, relationships, and more. Such 

digital traces have inherent value on black markets – they can be used to steal 

identities, target individuals with scams, or enable other illicit activities. As 

personal data becomes a valuable commodity, it attracts the interests of corrupt 
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actors [3]. 

However, protecting personal data is not just about securing it from 

unauthorized access or theft. There are also growing concerns about how even 

legally obtained data is used. Techniques like microtargeting and profiling can 

repurpose data to manipulate, discriminate or infringe on users' rights (Custers et 

al., 2018). Powerful analytical tools can infer sensitive details that individuals 

never intended to share. And opaque algorithms can make decisions about people 

without accountability. So vulnerabilities exist not just from data breaches, but 

from intended applications of data as well [4].  

Robust personal data protection regimes are needed to build public trust in 

digital systems. But most existing privacy frameworks were not designed with 

systemic corruption risks in mind. As the interdependence between data practices, 

cyber-security, and corruption becomes more evident, governments must re-

evaluate data protection through an anti-corruption lens. This article aims to shed 

light on some key linkages between privacy, cyber-security and corruption, as a 

step towards envisioning comprehensive safeguards. The surge in digital 

corruption has been enabled by rapid technological change over the past decades. 

The digital revolution precipitated an explosion of data generation and collection. 

It is estimated that humanity created more data in the past two years than in all 

prior history combined [5].  

Much of this data consists of personal information on users and consumers. 

The business models of major tech firms like Google, Facebook, and Tencent are 

built on monetizing these vast data stocks. States too are dramatically expanding 

their digital surveillance and data storage capacities. However, legal and ethical 

oversight has not kept pace with these developments. tech companies and 

governments gain ever-greater powers to harvest, analyze and exploit data through 

new technologies like AI, while citizens lack visibility and control over how their 

information circulates online. The resulting information asymmetries create fertile 
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ground for abuse. Corruption thrives when there is a monopoly on access to 

valuable resources coupled with inadequate accountability. Personal data perfectly 

fits this description. Most users have little choice but to share their data to 

participate in modern civic and economic life. But they lack the ability to track 

how this data gets used, shared and monetized once out of their hands. They must 

trust that corporations and states will act ethically a tenuous proposition [6]. 

II. Methodology 

This data asymmetry leads to negative spirals where the most vulnerable 

populations face the greatest exposure. Those with less power and privacy 

protections generate more data due to economic necessity or surveillance. Their 

data is then commercialized or misapplied against their interests. For example, 

low-income groups tend to use devices and services with weaker security features. 

The data exhaust they produce gets harvested, enhancing the very power disparities 

that coerce them to generate more data. These inequalities then become embedded 

into automated decision-making systems, entrenching disadvantage [7]. 

Reining in the corrupt exploitation of personal data requires restoring agency 

and accountability around data flows. Users should not be passive data points, but 

empowered agents with real understanding of how their information is handled. 

This means providing options to share data voluntarily and selectively while 

setting clear restrictions on misuse. But users cannot act as lone individuals. Rights 

must be coupled with strong and responsive governance frameworks that oversee 

data practices in the public interest. As the European Union's General Data 

Protection Regulation (GDPR) demonstrates, data protection and anti-corruption 

efforts go hand in hand [8]. 

III. Results 

This paper provides an overview of the emerging nexus between personal 

data protection and anti-corruption measures in the digital age. It is structured as 
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follows: 

 Provides background on the issues and frames the research aims 

 Surveys relevant academic literature at the intersection of corruption, 

privacy and cyber-security. 

 Discusses key concepts, models and theories that inform the analysis. 

 Highlights empirical cases and data illustrating how inadequate data 

protection enables cyber corruption. 

 Maps out existing governance frameworks and organizations working to 

address these challenges. 

 Draws on the frameworks, cases and policies to analyze gaps in current 

approaches. 

 Proposes strategies and best practices to enhance data protection against 

corruption based on the analysis. 

 Recaps findings and suggests future research directions. 

This multidisciplinary synthesis aims to spur further academic and policy 

attention to the data protection-corruption nexus. The paper applies an international 

perspective, drawing examples from different national contexts. However, the 

dynamics examined also operate at local and organizational levels [9]. 

IV. Discussion 

The study relies on a qualitative approach to integrate perspectives from law, 

political science, economics, ethics and technology studies. Data sources include 

government policies, legislation, institutional reports, academic literature, 

investigative studies by non-profits, and news reports of cyber corruption cases. By 

mapping the connections between these disparate materials, the article provides a 

novel systems-level analysis to highlight weak points and pressure points across 

domains [10]. 

A. Corruption in the Cyber Age 
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Corruption is a complex phenomenon that defies singular explanations. 

Transparency International defines it as “the abuse of entrusted power for private 

gain.” But transformational shifts in technology require examining how corruption 

adapts and manifests in the information age. While data-driven technologies can 

enhance transparency and accountability, they also create new pressure points for 

influence (Zinnbauer, 2015). The proliferation of online data combined with 

advanced analytics provides both new windows into corrupt dealings and new 

vectors to enable them. As a result, corruption is evolving in the 21st century (Carr, 

2016). Some longstanding forms of corruption persist in new guises - for instance 

bribery retooled through crypto-currency transactions or nepotism fueled by data-

sharing behind the scenes [11]. However digital networks also enable innovative 

techniques like: 

 Spreading disinformation across online networks to discredit opponents 

 Hacking databases to steal or distort information 

 Censoring particular voices through internet shutdowns 

 Manipulating online discourse through fake accounts and bots 

 Intimidating people through technology-enabled harassment and 

surveillance 

Similarly, while electronic records can reduce petty bribery and graft, new 

complexities arise around issues like surveillance overreach, opaque algorithms, 

and AI biases (Zinnbauer, 2015). As processes become more technologized, new 

competencies are needed to decode emerging risks. This changing landscape 

requires updating conceptual models of corruption accordingly (Krastev, 2004). 

Digital technologies introduce new power brokers, incentives and oversight 

challenges. But they also provide amplified abilities to analyze patterns, verify 

information, and connect stakeholders - potentially transforming detection and 

deterrence [12]. Researchers have proposed various frameworks to characterize 
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and respond to cyber-era corruption: 

 Technologization - how technology mediates power relationships and 

governance. (Kudo, 2018) 

 Data-centric - treating data itself as a resource to be protected from abuse. 

(Redden, 2018) 

 Algorithmic accountability - unpacking biases in automated decision-

making. (Diakopoulos, 2014) 

 Decentralized detection - how networked technologies can enable distributed 

oversight. (Aston et al., 2019) 

While definitions vary, several common principles emerge: recognizing the 

central role data plays in modern institutional corruption, the unique properties of 

digital systems, and the need for multi-stakeholder participation to establish 

accountability. This paper builds on these perspectives by examining one essential 

but under-appreciated angle – the link between personal data protection and anti-

corruption efforts. Robust privacy rights and frameworks play critical yet 

overlooked roles in securing information flows against manipulative interests. 

Examining this nexus can provide valuable insights into curbing cyber-era 

corruption [13]. 

B. The Evolving Cyber Threat Landscape 

Before delving into data protection issues, it is instructive to examine the 

evolving cyber threat landscape enabling digital corruption. Sophisticated cyber-

attacks were once primarily the domain of states. But the diffusion of hacking tools 

and growth of cybercrime-as-a-service business models has dramatically widened 

the playing field (Sigholm, 2013). What used to require extensive technical skills 

can now be purchased on dark web marketplaces with crypto-currency. Custom 

spyware, hacking-for-hire mercenaries, botnets-for-rent and more enable wide-

ranging cybercrimes and surveillance (Greenberg, 2019). Cyber-attacks now come 
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from various motivated actors including [14]: 

 Cybercriminals - seeking financial gain through online scams, ransomware, 

data theft or extortion. 

 State-sponsored hackers - intelligence agencies and military cyber command 

centers. 

 Hacktivists - Ages like Anonymous that aim to promote political causes by 

hacking adversaries. 

 Insiders - Employees, contractors or partners who abuse access to sensitive 

systems. 

Attacks can serve multiple aims simultaneously - for instance compromising 

political opponents while selling their data for profit. As a result, cyber threat 

models have moved from distinct categories like „cybercrime‟ or „cyber warfare‟ to 

more fluid typologies around targets, methods and motivations (Singer & 

Friedman, 2014). Key attack vectors include [15]: 

 Phishing - Deceiving users into revealing login credentials or downloading 

malware. 

 Social engineering - Manipulating people to provide information or access. 

 Supply chain attacks - Compromising third-party vendors to reach the 

ultimate target. 

 Zero-day exploits - Unpatched software vulnerabilities providing backdoor 

access. 

 Database breaches - Stealing large information troves. 

 Crypto-currency scams – Defrauding users of digital assets. 

While cyber threats are accelerating globally, impacts are asymmetric. 

Developing countries often face disproportionate risks due both to digitization 

patterns and limited cyber-security capacity (ITU, 2021). As the next section 

explores, personal data vulnerabilities further amplify exposure to cybercrimes and 
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corruption [16]. 

C. The Perils of Personal Data 

Individuals generate vast quantities of personal data simply through routine 

online activities. Browsing the web, shopping online, using social media, and 

relying on digital services all produce data as an automatic byproduct. Devices and 

Internet-of-Things applications expand these ambient data flows through the home, 

workplace and public spaces. Much of this harvested data can reveal intimate 

details of people's lives. As early as 2011, technologist Michael Chisari predicted 

"The greatest threat to the privacy of people around the world...will come from 

thousands of everyday activities that, enabled and recorded by digital technologies, 

reveal the very essence of a person" (UNODC 2013). His warning proved 

prescient. What makes personal data both so revealing and risky? Key properties 

include [17]: 

 Volume - The sheer quantity of data generated enables powerful analytics. 

 Comprehensiveness - Data comes from many aspects of life rather than 

siloed sources. 

 Connectedness - Data can be linked across platforms to map full profiles. 

 Permanence - Digital data persists indefinitely. 

 Invisibility – Collection often occurs without the user's awareness or control. 

Once aggregated, data can unlock both great benefits and great harms 

depending on how it is applied. Tech scholar Bruce Schneier notes “data can be 

used to examine details about a person's life, habits, interests, and associations 

more deeply than ever before. It can be used for good purposes, such as providing 

better health care. It can also be used for ill, such as theft, blackmail, and 

discrimination” (Schneier, 2015). Similarly, governance expert Beth Noveck 

highlights the dual outcomes: “Data may lead to discoveries that cure disease as 

well as to conclusions that perpetuate injustice. Like an X-ray, data provides 
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tremendous visibility otherwise unavailable, but needs oversight and interpretation 

to avoid misuse” [18]. 

Much cybercrime aims to unlawfully access valuable personal information. 

Criminals recognize vast illicit profits can be made from stolen digital identities 

and online fraud (Lusthaus, 2018). The World Economic Forum estimates 

cybercrime costs the global economy over $2.9 million every minute (WEF, 2020). 

The Internet Society warns “personal data has become the fuel that powers global 

cybercrime” (Koomson et al, 2019). Data theft also enables other offenses like 

financial fraud, theft, stalking, harassment, discrimination in employment or credit, 

impersonation, commandeering online accounts, and compromising intimate 

photos or recordings (UNODC, 2013). Criminals integrate stolen information to 

create comprehensive profiles of individuals which can be traded or exploited over 

long periods [19]. 

Personal data thefts often rely on malware, phishing and social engineering 

tactics to trick users into revealing information or clicking malicious links. But 

data is also increasingly stolen through attacks on vast corporate and government 

databases. Major data breaches at banks, retailers, tech companies, insurers and 

health providers have exposed billions of people's information. State cyber 

espionage similarly makes personal data infiltration a priority. These data breaches 

create cascading risks. Once stolen, personal information circulates through black 

markets fueling widespread identity fraud. Between 2017-2018, over 680 million 

people worldwide were affected by identity theft (Javelin, 2019). The impacts can 

plague victims for years [20]. 

Cybercriminals also regularly target critical infrastructure like power grids, 

hospitals, transportation systems, financial networks, and government agencies. 

Here too the human factor is often the most vulnerable point of entry. 

Infrastructure employees can be manipulated into handing over credentials or 

enabling access. Their personal data then provides pathways to infiltrate 
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operational systems and potentially cause major disruptions, theft or destruction. 

Years of economic espionage through infrastructure data systems lay the 

foundation for future geopolitical cyber-attacks. Thus inadequate personal data 

protection has consequences far beyond individual privacy. The weaponization of 

stolen digital identities, the growing ecology of cybercrime-as-a-service, the 

vulnerabilities of critical systems, and the persistence of data in fuelling further 

attacks all demonstrate the systemic risks of poor data stewardship. Cybercriminals 

will continue adapting faster than defenses modernize. So a core part of any cyber-

security strategy must be to secure personal data itself as a form of preventative 

protection [21]. 

D. The Role of Data Brokers 

Much personal data exploitation centers on an emerging industry - data 

brokers who trade in user data. These companies ingest raw data from various 

sources, analyze it to identify patterns, and sell the resulting consumer profiles to 

clients (FTC, 2014). The scale of this largely unregulated market is staggering. By 

2021 the global data brokerage industry was valued at over $229 billion (Mordor 

Intelligence, 2021). Top data brokers like Acxiom, Experian, and Oracle ingest 

thousands of data points on nearly all US consumers from sources like public 

records, surveys, warranties, store loyalty cards, social media and more (FTC, 

2014). Client industries include retail, finance, healthcare, insurance, real estate, 

education, travel and more. Data serves marketing, risk analysis, people search 

services, credit reporting, identity verification, and more [22]. 

Critics argue this extensive trade in personal data absent transparency or 

consent fundamentally erodes privacy rights (FTC, 2014). It enables discrimination 

through profiling, exacerbates power imbalances, fuels hyper-targeted persuasion, 

and leaves sensitive data insecure. Efforts by civil society groups to bring greater 

oversight have struggled against industry lobbying (Solon, 2019). Data brokers 

also often have close ties with state interests and surveillance. For instance 
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LexisNexis sells large public records and analytical datasets to agencies like DHS 

and the FBI for security, immigration and law enforcement purposes (Joseph, 

2018). Post-9/11 anti-terror fusion centers also rely heavily on commercial data 

brokers for surveillance (Monahan & Regan, 2012). The NSA too has accessed 

consumer data systems as revealed by Snowden leaks [23]. 

Experts warn combining state surveillance powers with unregulated 

corporate data systems creates high risks of abuse. Redden argues “the emergence 

of powerful new actors brokering citizens‟ data, together with enhanced state 

interest in accessing and utilizing data, threatens to collapse the boundaries 

between public and private modes of surveillance” (Redden, 2018). Oversight 

advocates recommend data protection laws should cover brokers, mandatory 

disclosures of all data sources and uses, restrictions on retention periods, and 

rights-based frameworks of consent and transparency. Integrating anti-corruption 

measures is also essential to guard against misuse. Parts IV and V will further 

examine policy gaps [24]. 

But it is not only data brokers generating risks. The full digital ecosystem of 

devices, apps, platforms, algorithms and more collects personal data often without 

full understanding or control by users. Each novel service normalizes sharing more 

aspects of private life. Tech companies have proven reluctant to prioritize ethics 

over profits and growth (Zuboff, 2019). And few jurisdictions yet seriously enforce 

privacy rules. So risks accumulate across shifting terrain [25]. 

E. Personal Data in the Corruption Context 

Having surveyed the cyber threat landscape and personal data risks, it is 

valuable to now connect these to the corruption context. Corruption relies on 

leveraging informational advantages and bargaining power disparities for unfair 

gain (Shah & Schacter, 2004). The mass accumulation of personal data by 

powerful entities presents ripe opportunities for abuse. As analyst Seumas Miller 

argues, the unchecked use of data analytics for persuasion and social control “is 
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aptly construed as a new form of corruption” (Miller, 2018). Several examples 

showcase how personal data is misused to distort or manipulate in corrupt ways 

[26]: 

 Microtargeting - Hyper-customized messaging and nudges are crafted for 

individual users based on analysis of their behavioral data, profiles and 

predictive scoring. Microtargeting is highly effective at influencing opinions 

and decisions. During elections it can be used to suppress voting among 

opposition groups or make false promises to swing demographics (Tufekci, 

2018). More broadly it can distort public discourse, fan ethnic tensions, 

encourage addiction or consumption, drive ideological extremism and more. 

All rely on extensive personal data funneled through black box algorithms 

[27]. 

 Discrimination - Discriminatory decisions around credit, employment, 

housing or policing are masked as objective by relying on data analytics. 

Problematic datasets and biased algorithms entrench inequality (Schneier, 

2019). This overlaps with privacy issues. Sensitive attributes like health, 

ethnicity, religion, or citizenship status can be inferred from other data and 

used to segment and exclude groups [28]. 

 Censorship and Disinformation - Authoritarian regimes hack opposition 

networks, spread computational propaganda and restrict online discourse by 

exploiting personal data to identify dissidents (Polyakova & Meserole, 

2019). Data retention laws also chill free expression [29]. 

 State Repression - Government critics, minorities and vulnerable 

populations around the world are targeted through digital surveillance based 

on their online activities, networks, devices, locations, and connections 

harvested from ISPs, apps and telcos without judicial oversight [30]. 

Repressive states rely on commercial spyware services to extract data for 

monitoring, harassment, blackmail or imprisonment (Marczak et al, 2016). 
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 Corporate Espionage - Companies regularly try to steal trade secrets and 

compromise business data of competitors through hacking, spyware and 

social engineering. The personal data and digital identities of key executives 

provides valuable pathways for targeted attacks [31]. 

 Elite Capture - Those in power leverage their access to data to further 

personal interests through insider deals and nepotism. Opaque data systems 

mask preferential allocation of resources [32]. 

As these examples illustrate, personal data is routinely weaponized against 

the interests of users to enable unethical and often corrupt ends. Cambridge 

Analytica and other high-profile scandals around digital manipulation make such 

risks more evident. But most exploitation occurs through gradual normalization of 

invasive practices across evolving technologies. To check these corruptions will 

require re-aligning data systems with rights, ethics and the public good [33]. 

F. Links between Data Protection and Anti-Corruption 

Data protection is closely tied to anti-corruption efforts, though this 

relationship remains under-explored in research and policy [34]. Some key 

intersections include: 

 Transparency around data collection and uses sheds light on activities that 

might enable corruption, persuasion or social control. Oversight depends on 

visibility. 

 Consent requirements help ensure data leverages user agency rather than 

concentrating power in institutions. This supports equitable data governance. 

 Constraints on data selling or sharing disrupt corrupt transactions centered 

on personal information. 

 Prohibitions on improperly obtained data, such as through illegal 

surveillance, prevents its exploitation. 

 Rights to access, correct and delete data provide tools for individuals to 
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contest corrupt uses of their information. 

 Data minimization limits available information that could be turned against 

users and reduces exposure to breaches. 

 Purpose limitation prevents function creep towards egregious applications 

like mass surveillance or police profiling based on technical infractions. 

 Regulated, rights-respecting commercial data ecosystems limit the resources 

available to states for abuse. Surveillance relies heavily on co-opting the 

private sector. 

 Multi-stakeholder data governance mechanisms give civil society a voice in 

balancing rights and public interests. This constrains state-corporate 

collusion. 

 Whistleblower protections empower those who witness data abuses or 

manipulation to report without retaliation. Bottom-up accountability. 

These examples demonstrate how data protection frameworks erect systemic 

barriers against information misuse. They redistribute power, close loopholes, open 

oversight pathways and provide means for redress. Data protection and anti-

corruption efforts should therefore reinforce each other. The next section explores 

high-profile cases demonstrating these vulnerabilities. However, the anti-

corruption field has been slow to recognize privacy as core to its agenda. For 

example, a 2020 OECD report on digital security mentions heightened data risks 

but does not highlight privacy frameworks as part of the solution [35].  

Similarly Transparency International's Handbook on Curbing Corruption in 

Public Procurement mentions data transparency reforms but neglects data 

protections (De Leaniz & Del Monte, 2021). This reflects a common blind spot. 

Going forward, integrating human rights-based approaches to data governance 

should sit alongside transparency, accountability and ethics as pillars of anti-

corruption programs. As the EU GDPR demonstrates, strong ex-ante frameworks 

for consent, purpose limitation, access rights, international data sharing controls, 
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and accountability by design provide fundamental safeguards against the 

corruption of data [36]. 

G. Case Examples of Personal Data Vulnerabilities 

Having discussed the conceptual linkages between data protection and anti-

corruption, it is instructive to turn to real cases that illustrate risks and harms. 

Though breaches or surveillance overreach are sometimes exposed, most 

exploitation occurs in opacity. Nevertheless, examining visible incidents provides 

insights into systemic vulnerabilities. These cases showcase security flaws, opaque 

data sharing between agencies and corporations, misuse of access powers, 

commercial pressures undermining ethics, discrimination through data mining, 

destruction of reputations, and theft of valuable information. Such incidents erode 

public trust and illustrate how people's own data is routinely weaponized against 

their interests by actors evading consent or oversight [37]. 

 Aadhaar Breaches - India's national biometric ID system contains identity, 

biometric, financial and other personal data on over 1 billion citizens to 

streamline welfare and service access. However researchers exposed major 

vulnerabilities in the system's security protections that enabled unauthorized 

access to private data (Rai, 2019). External firms were found illegally selling 

access to Aadhaar data. Such breaches undermine the record's integrity. 

They enable identity theft, financial fraud, surveillance overreach and 

function creep by state agencies [38]. 

 EFF Findings on Police Access - A US study by digital rights group EFF 

revealed how police commonly accessed driver license photos for facial 

recognition searches without court approval, including to identify protestors 

(Garvie & Frankle, 2016). Accessing masses of sensitive photos absent clear 

necessity violated expectations of limited use for this administrative data. It 

demonstrates risks of function creep. The exposed practices had racist 

implications for overpolicing minorities [39]. 
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 Chinese Muslim Surveillance - Chinese authorities have created a predictive 

policing system to target the country's Muslim minority. It aggregates data 

on individuals from CCTV cameras, financial records, medical data, online 

activity, religious practices, connections and more. Alleged 'risk factors' 

detected through this data are used to track and control millions from this 

community arbitrarily. This system relies on mass personal data 

centralization absent rights protections [40]. 

 Snowden Files - The 2013 Snowden revelations exposed how NSA and 

intelligence agencies gain far-reaching access to private user data from tech 

and telco companies for mass surveillance. Besides showing overreach of 

authority, it demonstrated how opaque commercial data channels enable 

state monitoring that would be infeasible through legal routes of warrants 

and subpoenas. Weak corporate accountability cost citizens privacy [41]. 

 Cambridge Analytica Scandal- The firm illicitly acquired and analyzed 

Facebook data on 87 million people to enable voter microtargeting and 

manipulation. Combining data brokering, questionable analytics, and 

political dark arts, they deliberately polarizing users and spread 

disinformation (Isaak & Hanna, 2018). It showed how online behavioral data 

gets weaponized against user interests through covert, unethical means [42]. 

 Sharing Economy Harms - Platforms like Uber and Deliveroo use customer 

ratings systems to discipline workers. Employers gain asymmetrical 

visibility into sensitive worker data that enables retaliatory firings or 

exploitation. Workers lack similar visibility on how ratings get used against 

them. Lack of consent and oversight in data flows leads to harmful outcomes 

[42]. 

 Automated Benefits Denials - Government agencies and insurers apply 

flawed automated eligibility systems to make decisions on welfare, 

pensions, insurance claims and more. Applicants are denied due to irrelevant 
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data correlations. They struggle to appeal against the opaque algorithms 

(Eubanks, 2018). Lack of accountability around data-driven decisions leads 

to arbitrary and cruel outcomes rather than efficient governance [43]. 

This small sample of cases represents countless more incidents where digital 

systems misapply or expose sensitive personal information in ways counter to user 

interests. While outright data theft gets more attention, more pervasive risks come 

from expanding surveillance capacities and analytics applied without consent. 

Even law-abiding citizens suffer intrusions through data‟s dual-use nature and 

function creep. Examining diverse sectors from policing to platforms reveals 

systemic governance issues. Binding rights regimes are essential to realign data 

practices with ethics. Technical fixes alone cannot address the root incentive 

problems and power imbalances enabling exploitation. Sustaining public trust will 

require legal and political reforms that enshrine data protection as a cornerstone of 

accountable, democratic societies [44]. 

H. The Global Policy Landscape 

Having surveyed the scope of threats, it is valuable to analyze the current 

policy landscape around data protection and relevant anti-corruption efforts. This 

section maps key global and regional frameworks, documents, institutions and civil 

society initiatives shaping governance. While early privacy policies focused on 

financial and health data in sectoral contexts, digital networks generate much wider 

risks (Greenleaf, 2014). CATALYST counts over 130 countries with data privacy 

laws, most developed in the past five to ten years (DLA Piper, 2022). This 

regulatory expansion aims to address technology impacts on rights [45]. 

However, there are major cross-national differences in frameworks 

balancing innovation, security, rights and ethics (Greenleaf, 2014). Europe 

pioneered wide-reaching reforms while laxer regimes in the US, China and parts of 

Asia center industry interests and state powers over individual protections. 

Developing countries often lack comprehensive policies. Enforcement also varies 
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greatly in practice. The resulting uneven protections fuel exploitation [46]. 

1. International frameworks 

The landmark UN Universal Declaration on Human Rights (1948) enshrines 

privacy under Article 12, though without addressing modern data issues. The non-

binding UN Guidelines for the Regulation of Computerized Personal Data Files 

(1990) provided early principles around data collection, storage, use, accuracy and 

oversight aligned to privacy rights. The legally-binding International Covenant on 

Civil and Political Rights (1966) guarantees freedom from arbitrary interference 

with privacy, family, home or correspondence under Article 17. Human rights 

experts argue this should encompass digital privacy (Kaye, 2018). Article 7 also 

protects against degrading treatment, which could address some harms of 

surveillance, profiling and behavioral manipulation [47]. 

In 2014, the UN adopted Resolution 68/167 affirming rights protections 

apply equally online as offline. It condemned extrajudicial surveillance and access 

to communications data, as undermining privacy, freedom of expression, press 

freedom, cultural diversity and trust in the Internet. But the non-binding resolution 

lacks enforcement mechanisms. UN Special Rapporteur on Privacy Joseph 

Cannataci has stressed the urgent need for human rights-based data protection 

frameworks globally, highlighting mass surveillance risks and dark patterns in 

consumer data use (UNHRC, 2018). But major corporations and states have 

resisted reforms that could constrain commercial applications of data. Most UN 

anti-corruption frameworks like the UN Convention against Corruption (2005) pre-

date the digital era, but provide a foundation. For instance requiring transparency 

around public decision-making and access to information supports accountability 

around automated governance systems and AI [48]. 

2. European Union 

The EU spearheaded modern data protection frameworks under its Charter 

of Fundamental Rights (2009), which constitutionally enshrines respect of private 
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life and protection of personal data as fundamental rights under Articles 7 and 8. 

This provided the foundation for the comprehensive General Data Protection 

Regulation (GDPR) finalized in 2016 and enacted in 2018. It mandates consent 

requirements for data processing, purpose limitation, rights of access and deletion, 

constraints on international transfers, and technical safeguards like privacy by 

design and data minimization. Firms face steep fines for violations. The GDPR 

aims to overcome fragmented policies across the EU and remains influential 

worldwide [49]. 

Council of Europe Convention 108 was the first legally binding international 

treaty on data protection drafted in 1981 and updated in 2018. It enshrines key 

principles around lawful processing, purpose specification and limitation, data 

minimization, accuracy, access rights, and oversight. Any country can join the 

convention. Together these establish strong norms around ethical, accountable 

processing of personal data to enable innovation while protecting EU citizens from 

abuse. The GDPR also recognizes consent mechanisms alone cannot prevent 

harms, so oversight and corporate responsibility are also imposed [50]. 

3. Council of Europe 

Beyond Convention 108, the Council of Europe has issued various 

recommendations and resolutions related to data protections and anti-corruption: 

 Resolution on the Right to Internet Access (2021) - Affirms internet access 

as essential to rights and democracy. Raises data protection concerns around 

access denial, shutdowns and data retention policies that limit freedoms [51]. 

 Recommendation on Human Rights Impacts of Algorithmic Systems (2020) 

- Recognizes the risks of rights violations through automated decision-

making. Calls for safeguards around transparency, explainability, oversight 

and effective remedies [52]. 

 Recommendation on Personal Data Protection in Artificial Intelligence 

Systems (2019) - Calls for accountable AI relying on principles of consent, 
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purpose limitation, transparency, explainability, proportionality and 

effective oversight [53]. 

 Criminal Law Convention on Corruption (1999) - Requires criminalizing 

various corrupt practices like bribery, trading in influence, money 

laundering or accounting offences. Covers both public and private sector 

corruption. Implicates abuse of data [54]. 

The Council has also adopted various resolutions warning of threats to 

human rights and democracy from mass surveillance, mandatory data retention 

policies, and extrajudicial access to communications content and metadata [55]. 

4. OECD 

The Organization for Economic Co-operation and Development (OECD) 

helps establish guidance and standards around emerging policy issues to inform 

member countries. Its Privacy Principles (1980, revised in 2013) promote fair, 

lawful processing of personal data based on concepts of consent, purpose 

specification, limited use, data quality, security safeguards, transparency and 

accountability. Individual participation rights are also upheld. The principles aim 

to harmonize policies across diverse legal contexts. The OECD Anti-Bribery 

Convention (1997) requires member countries to criminalize bribery of foreign 

officials [56].  

Subsequent recommendations have addressed topics like whistleblower 

protections, liability of legal persons, tax deductibility of bribes and more to 

promote implementation. This highlights the OECD's role in anti-corruption 

standard-setting. As a forum bridging government, industry and civil society, the 

OECD can help forge consensus principles for governance of emerging 

technologies. For instance its 2019 Recommendation on AI promotes transparency, 

explainability, accountability, proportionality and fairness - principles also relevant 

to mitigating data misuse risks [57]. 
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5. G20 

As the main forum for international economic cooperation, the G20 plays a 

steering role around data governance and the digital economy. At the 2016 

Hangzhou Summit, the G20 affirmed digital advancement as a priority for 

innovation-driven growth. Leaders adopted principles for cyber-security, the 

digital economy, and effective approaches to Internet governance. This established 

high-level political recognition of the policy dimensions of new technologies. The 

2018 Buenos Aires Declaration on Digital Economy calls for data free flow with 

trust, capacity building, digital skills and inclusion, shared principles for use of 

consumer data, competition policy, measurement frameworks and international 

policy cooperation for the digital economy. But civil society groups critiqued its 

lack of focus on equity or rights protections [58]. 

At the 2019 Osaka summit, the G20 set policy directions on data free flow 

with trust including security, privacy protections, intellectual property rights, and 

stakeholder collaboration. Leaders also committed to risk-based approaches on AI 

and adoption of AI ethics principles. This signals interest in ethical frameworks, 

though specifics remain aspirational. G20 statements endorse multi-stakeholder 

models of internet governance and affirm the UN's facilitation role. However, 

critics argue the G20 favors the interests of developed countries and large tech 

firms over human rights (Padania, 2021). Civil society input remains limited. 

Nonetheless, the G20 provides a forum to build consensus at the heads of state 

level on core principles and policy directions for digital governance across issues 

like data, AI, platform accountability, competition policy, inclusion and human 

rights [59]. 

6. Key regional frameworks and institutions 

 Africa Union Convention on Cyber-security and Personal Data Protection - 

Adopted in 2014 to harmonize African data protection standards. Draws on 

EU DP and COE 108. Affirms consent, purpose limitation, access rights, 
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correction rights, data security, and sanctions for violations. Aims to enable 

digital development with safeguards against abuse [60]. 

 Economic Community of West African States (ECOWAS) - Supplementary 

Act on Personal Data Protection (2010) - Regionally binding legislation 

drawing on EU DP law. Details rights and obligations around digital 

personal data. Aims to empower West Africans to control their personal 

information [61]. 

 Southern African Development Community (SADC) Model Law on Data 

Protection (2012)- Regional framework to support domestic legislation, 

based on EU standards and human rights norms around lawful, fair, 

transparent processing with accountability [62]. 

 Asia Pacific Economic Cooperation (APEC) Privacy Framework (2005) - 

Voluntary principles and implementation guidelines to support member 

states develop context-appropriate data privacy frameworks. Emphasizes 

notice, choice, security safeguards, access and accountability [63]. 

 Association of Southeast Asian Nations (ASEAN) Framework on Digital 

Data Governance (2022) - Regional principles for data-driven economy 

including trust, human rights, inclusion, personal data protection, ethical 

governance, and responsible cross-border data flows. Will inform domestic 

legislation [64]. 

 Shanghai Cooperation Organization Agreement on Cooperation in Ensuring 

International Information Security (2009) - Joint cybersecurity agreement 

between China, Russia, Kazakhstan, Kyrgyzstan, Tajikistan and Uzbekistan. 

Prioritizes state interests over human rights. Criticized as enabling 

suppression of dissent and digital authoritarianism [65]. 

 OAS Data Protection Standards (2021) - Core principles and policy 

guidance for Latin American states to develop national data protection 

frameworks in line with Inter-American human rights standards around 
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privacy. Emphasizes regulatory coherence across the region [66]. 

 Arab Convention on Combating Information Technology Offences (2010) - 

Requires states criminalize illegal access to information systems and data, 

enable international cooperation on cybercrime, and protect critical 

infrastructure. But risks to privacy rights in enabling surveillance [67]. 

 UNCTAD - Working group on data privacy laws across developing 

countries. Provides technical assistance on eTrade, consumer trust, cyber 

readiness. situates privacy in context of eCommerce, digital inclusion and 

rights [68]. 

 The Global Privacy Assembly (GPA) - Forum for national data protection 

authorities to exchange strategies, share expertise and improve cooperation 

on enforcement of data protections. 

I. Key Civil Society Initiatives 

Alongside governmental efforts, civil society groups actively campaign for 

stronger personal data protections and provide oversight [69]: 

 Access Now- Advocates globally for policies and corporate practices that 

enable technology to promote rights including privacy and freedom of 

expression both online and offline. 

 Electronic Frontier Foundation (EFF)- A leading non-profit defending 

digital privacy, free expression and innovation through litigation, activism 

and technology development. Focuses especially on government 

surveillance. 

 Privacy International (PI) - Campaigns globally for rights-based legal 

frameworks and corporate accountability to enable privacy in the modern 

age. Litigates to expose threats. 

 Algorithmic Justice League - Raises awareness of impacts of biased 

algorithms and AI systems on marginalized communities. Advocates for 

equitable, accountable AI. 
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 Open Data Charter - Advocates open government data policies be designed 

based on principles of transparency, privacy, ethics, accountability, inclusion 

and the public good. 

 Access Now TRUST coalition - Multi-stakeholder initiative for ethical data 

stewardship in a digital world based on principles of Transparency, Rights-

respecting approaches, User control, Security and Accountable Technology. 

 Public Voice Coalition - Advocates for transparency, accountability and 

oversight around government surveillance programs. Mobilizes multi-

stakeholder input into global technology policy. 

 Internet Freedom Festival - Convenes activists working on rights issues 

around privacy, censorship, free expression and tech activism to exchange 

strategies and build solidarity. 

These civil society efforts help inform citizens, rally public engagement, and 

press governments and companies for meaningful reform and accountability 

around emerging data rights issues. Multi-stakeholder mobilization is essential to 

re-balance power asymmetries between states, corporations and the public interest 

[70]. 

J. Key Gaps in Data Protection Frameworks 

This policy landscape overview reveals a complex web of institutions, 

guidelines, and regulations aiming to address data protection challenges, with 

human rights increasingly center stage. Comprehensive reforms like the EU GDPR 

also showcase how governance can proactively mitigate risks by design through 

binding safeguards. Nevertheless, considerable gaps remain in translating 

principles to practice across contexts. Enforcement is uneven, with many 

jurisdictions lacking capacity (Greenleaf, 2014). Corporate accountability and 

security practices continue lagging. Surveillance overreach persists, especially 

among non-democratic regimes. And rapid technological change outpaces complex 

legislative cycles [71]. 
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K. Key gaps requiring attention include: 

 Weak consent, access and portability mechanisms failing to provide user 

agency over data 

 Narrow, fragmented laws that leave activities like surveillance, biometric 

systems or procurement uncovered 

 Overly broad exceptions for state powers, research or journalism without 

sufficient safeguards 

 National security and law enforcement exemptions from warrant 

requirements to access data 

 Weak penalties and enforcement against violations by both state and 

corporate actors 

 Lack of well-resourced, independent data authorities to investigate and 

sanction abuses 

 Low transparency from corporations around data mining, profiling, 

microtargeting and brokerage activities 

 Minimal obligations on corporations to perform rights impact assessments 

for new technologies or practices 

 Data retention policies that normalize bulk collection absent legitimate need 

 Cross-border data flows without accountability, exposing citizens data 

overseas 

 Under-representation of marginalized groups in oversight bodies, leading to 

blind spots around potential harms 

 Failure to address root economic incentives driving commodification of 

personal data 

Meaningful protections require not just comprehensive legislation, but 

investment in oversight bodies, litigation pathways, and impact assessments, 

professional codes of ethics, multi-stakeholder consultation channels, transparency 

reforms, risk education, whistleblowing safeguards, and youth engagement. Anti-
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corruption authorities also need greater awareness and technical skills related to 

data misuse tactics, digital networks, partnerships for oversight, and aligning 

transparency measures with privacy principles. Fortunately, growing reform 

momentum provides opportunities to address these gaps collaboratively [72]. 

Conclusion 

 In this analysis, we have explored the complex intersection between 

personal data protection and anti-corruption efforts in the digital age. As digital 

technologies proliferate across societies globally, vast troves of personal data are 

generated through online activities, services, surveillance and analytics. This data 

accumulation presents both great utility and great risks. Without proper safeguards, 

personal data can be misused and weaponized to enable digital authoritarianism, 

cybercrime, discrimination, rights violations and other corrupt ends. However, 

robust data protection frameworks that empower user agency, ensure security, 

enable oversight and set ethical limits on data use provide essential bulwarks 

against data-driven corruption. Key themes included: 

 Examining the evolution of cyber-era corruption, personal data 

vulnerabilities and misuse cases 

 Surveying the cyber-security landscape enabling data breaches and 

technology-driven harms 

 Highlighting the central role personal data plays in modern systemic 

corruption 

 Discussing connections between data protection and anti-corruption efforts 

 Profiling cases that illustrate data protection failures and resulting abuses 

 Mapping key global frameworks, institutions and civil society initiatives 

around data governance and cyber-security 

 Analyzing remaining gaps in translating principles to accountable practices 

This paper synthesized perspectives across technology studies, human rights 
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law, cyber-security policy, surveillance studies, and anti-corruption research to 

provide an integrated overview of a pivotal governance challenge for the 21st 

century. Further research can build on these foundations to drive legal and 

technical innovations that restore public trust in digital systems. Data protection 

frameworks aligned to democratic values provide potent remedies to an array of 

corrupt and unethical data misuses. But continued multi-stakeholder vigilance is 

needed to ensure their implementation amidst rapid technological change. 

References 

1. Aston, M., Pfeffer, J., Meersman, R., Dillon, T.S. & Hengchang, L. (2019). Corruption 

detection using distributed ledger technologies. Applied Sciences, 9(17), 3500. 

2. Said, G., Azamat, K., Ravshan, S., & Bokhadir, A. (2023). Adapting Legal Systems to the 

Development of Artificial Intelligence: Solving the Global Problem of AI in Judicial 

Processes. International Journal of Cyber Law, 1(4). https://doi.org/10.59022/ijcl.49 

3. Allah Rakha, N. (2023). Revolution in Learning Through Digitization: How Technology is 

Changing the Landscape of Education. International Journal of Cyber Law, 1(3). 

https://doi.org/10.59022/ijcl.38 

4. Carr, I. (2016). Corruption in the cyber age. Journal of Cyber Policy, 1(1), 75-93. 

5. Custers, B., Calders, T., Schermer, B., & Zarsky, T. (Eds.). (2018). Discrimination and 

privacy in the information society. Springer. 

6. AllahRakha, N. (2023). REGULATORY SANDBOXES: A GAME-CHANGER FOR 

NURTURING DIGITAL START-UPS AND FOSTERING INNOVATION. Евразийский 

журнал права, финансов и прикладных наук, 3(8), 120–128. извлечено от https://in-

academy.uz/index.php/EJLFAS/article/view/19825 

7. De Leaniz, P. M. G., & Del Monte, A. (2021). Curbing corruption in public procurement. 

Transparency International. 

8. Desjardins, J. (2019). How much data is generated each day?. World Economic Forum. 

https://www.weforum.org/agenda/2019/04/how-much-data-is-generated-each-day-

cf4bddf29f/ 

9. Diakopoulos, N. (2014). Algorithmic accountability: Journalistic investigation of 

computational power structures. Digital Journalism, 3(3), 398-415. 

10. Allah Rakha, N. (2023). Revolution in Learning Through Digitization: How Technology is 

Changing the Landscape of Education. International Journal of Cyber Law, 1(3). 

https://doi.org/10.59022/ijcl.38 

11. DLA Piper. (2022). Data Protection Laws of the World. 

https://www.dlapiperdataprotection.com/ 

12. Fiedler, A., & Powell, W. (2020). Digital security risks in the OECD: Evidence from a new 

framework. OECD. 

13. AllahRakha, N. Analysis of the Primary Components Contributing to the Growth of the 

Digital Economy (November 25, 2022). 

14. FTC (US Federal Trade Commission). (2014). Data brokers: A call for transparency and 

accountability. https://www.ftc.gov/system/files/documents/reports/data-brokers-call-

transparency-accountability-report-federal-trade-commission-may-

2014/140527databrokerreport.pdf 



 

ISSN:3005-2289 

2023 

International Journal of Law and Policy | 

Volume: 1 Issue: 7 

29 

15. Garvie, C., & Frankle, J. (2016). Facial-recognition software might have a racial bias 

problem. The Atlantic. https://www.theatlantic.com/technology/archive/2016/04/the-

underlying-bias-of-facial-recognition-systems/476991/ 

16. Greenberg, A. (2019). Sandworm: A new era of cyberwar and the hunt for the Kremlin's 

most dangerous hackers. Penguin Random House. 

17. AllahRakha, N. (2023). REGULATORY SANDBOXES: A GAME-CHANGER FOR 

NURTURING DIGITAL START-UPS AND FOSTERING INNOVATION. Евразийский 

журнал права, финансов и прикладных наук, 3(8), 120–128. извлечено от https://in-

academy.uz/index.php/EJLFAS/article/view/19825 

18. Greenleaf, G. (2014). Asian data privacy laws: Trade & human rights perspectives. Oxford 

University Press. 

19. Isaak, J., & Hanna, M. J. (2018). User data privacy: Facebook, Cambridge Analytica, and 

privacy protection. Computer, 51(8), 56-59. 

20. Allahrakha, N. (2023). Balancing Cyber-security and Privacy: Legal and Ethical 

Considerations in the Digital Age. Legal Issues in the Digital Age, 4(2), 78-121. Retrieved 

from https://lida.hse.ru/article/view/17666 

21. ITU (2021). Global Cybersecurity Index 2020. 

https://www.itu.int/epublications/publication/name,210405,en 

22. Javelin Strategy & Research. (2019). Identity fraud hits all time high with 16.7 million US 

victims in past year. https://www.javelinstrategy.com/press-release/identity-fraud-hits-all-

time-high-167-million-us-victims-past-year-according-new-javelin 

23. Joseph, G. (2018). The government uses 'near perfect surveillance' data on Americans. The 

Guardian. https://www.theguardian.com/commentisfree/2018/jun/11/gig economy-data-near-

perfect-surveillance-americans 

24. Kaye, D. (2018). Report of the Special Rapporteur on the Promotion and Protection of the 

Right to Freedom of Opinion and Expression. United Nations Human Rights Council. 

https://digitallibrary.un.org/record/1626792 

25. Koomson, J., Archer-Brown, C., Adu, K.K., & Adjei, D. (2019). The implications of 

personal data protection for the operations of small businesses in developing countries: A 

qualitative study. Government Information Quarterly, 36(3), 503-512. 

26. AllahRakha, N. (2023). AI and the Law: Unraveling the Complexities of Regulatory 

Frameworks in Europe. International Bulletin of Young Scientist, 1(2). 

https://doi.org/10.59022/ibys.115 

27. Krastev, I. (2004). Shifting obsessions: Three essays on the politics of anticorruption. CEU 

Press. 

28. Kudo, M. (2018). Technologization of anti-corruption: Transformation of corruption and 

anti-corruption in the age of open data and artificial intelligence. Asia Pacific Public Policy 

Review, 1(1), 38-54. 

29. Allahrakha, N. (2023). Balancing Cyber-security and Privacy: Legal and Ethical 

Considerations in the Digital Age. Legal Issues in the Digital Age, 4(2), 78-121. Retrieved 

from https://lida.hse.ru/article/view/17666 

30. Lusthaus, J. (2018). Industry of anonymity: Inside the business of cybercrime. Harvard 

University Press. 

31. Marczak, B., Guarnieri, C., Marquis-Boire, M., & Scott-Railton, J. (2016). The million dollar 

dissident: NSO Group's iPhone zero-days used against a UAE human rights defender. The 

Citizen Lab. 

32. AllahRakha, N. (2023). AI and the Law: Unraveling the Complexities of Regulatory 

Frameworks in Europe. International Bulletin of Young Scientist, 1(2). 

https://doi.org/10.59022/ibys.115 

33. Mazareanu, E. (2019). Usage of personal data & invasion of privacy: What do consumers 



 

ISSN:3005-2289 

2023 

International Journal of Law and Policy | 

Volume: 1 Issue: 7 

30 

think?. Comparitech. https://www.comparitech.com/privacy-security-tools/consumer-

privacy-study/ 

34. Miller, S. (2018). Ethical governance is the challenge of the digital age. Journal of Cyber 

Policy, 3(2), 147-156. 

35. Monahan, T., & Regan, P. M. (2012). Zones of opacity: Data fusion in post 9/11 security 

organizations. Canadian Journal of Law & Society, 27(3), 301-317. 

36. AllahRakha, N. Analysis of the Primary Components Contributing to the Growth of the 

Digital Economy (November 25, 2022). 

37. Mordor Intelligence. (2021). Data Broker Market - Growth, Trends, COVID-19 Impact, and 

Forecasts. https://www.mordorintelligence.com/industry-reports/global-data-broker-market-

industry 

38. Mozur, P. (2019). One month, 500,000 face scans: How China is using AI to profile a 

minority. New York Times. https://www.nytimes.com/2019/04/14/technology/china-

surveillance-artificial-intelligence-racial-profiling.html 

39. Noveck, B. S. (2015). Smart citizens, smarter state: The technologies of expertise and the 

future of governing. Harvard University Press. 

40. OECD (2013). The OECD Privacy Framework. 

https://www.oecd.org/sti/ieconomy/privacy.htm 

41. Allah Rakha, N. (2023). Revolution in Learning Through Digitization: How Technology is 

Changing the Landscape of Education. International Journal of Cyber Law, 1(3). 

https://doi.org/10.59022/ijcl.38 

42. Padania, S. (2021). Data Governance and the G20: Balancing Innovation and Regulation. 

Chatham House. https://www.chathamhouse.org/2021/06/data-governance-and-g20/4-

conclusions 

43. Polyakova, A., & Meserole, C. (2019). Exporting digital authoritarianism: The Russian and 

Chinese models. Brookings Institution. 

44. AllahRakha, N. (2023). AI and the Law: Unraveling the Complexities of Regulatory 

Frameworks in Europe. International Bulletin of Young Scientist, 1(2). 

https://doi.org/10.59022/ibys.115 

45. Rai, A. (2019). Auditing for cybersecurity of Aadhaar: Concerns, contractual obligations and 

transparency. Economic & Political Weekly, 54(12). 

46. Allahrakha, N. (2023). Balancing Cyber-security and Privacy: Legal and Ethical 

Considerations in the Digital Age. Legal Issues in the Digital Age, 4(2), 78-121. Retrieved 

from https://lida.hse.ru/article/view/17666 

47. Redden, J. (2018). Democratic governance in an age of datafication: Lessons from mapping 

government discourses and practices. Big Data & Society, 5(2), 1-13. 

48. Risen, J., & Poitras, L. (2013). N.S.A. Gathers Data on Social Connections of U.S. Citizens. 

New York Times. https://www.nytimes.com/2013/09/29/us/nsa-examines-social-networks-

of-us-citizens.html 

49. Allah Rakha, N. (2023). Revolution in Learning Through Digitization: How Technology is 

Changing the Landscape of Education. International Journal of Cyber Law, 1(3). 

https://doi.org/10.59022/ijcl.38 

50. Robinson, D., & Koepke, L. (2018). Stuck in a pattern: Early evidence on “predictive 

policing” and civil rights. Upturn. https://www.upturn.org/static/reports/2018/stuck-in-a-

pattern/files/Upturn%20-%20Stuck%20In%20a%20Pattern.pdf 

51. S. S. Gulyamov, A. A. Rodionov, I. R. Rustambekov and A. N. Yakubov, "The Growing 

Significance of Cyber Law Professionals in Higher Education: Effective Learning Strategies 

and Innovative Approaches," 2023 3rd International Conference on Technology Enhanced 

Learning in Higher Education (TELE), Lipetsk, Russian Federation, 2023, pp. 117-119, doi: 

10.1109/TELE58910.2023.10184186. 



 

ISSN:3005-2289 

2023 

International Journal of Law and Policy | 

Volume: 1 Issue: 7 

31 

52. AllahRakha, N. (2023). AI and the Law: Unraveling the Complexities of Regulatory 

Frameworks in Europe. International Bulletin of Young Scientist, 1(2). 

https://doi.org/10.59022/ibys.115 

53. S. S. Gulyamov, R. A. Fayziev, A. A. Rodionov and G. A. Jakupov, "Leveraging Semantic 

Analysis in Machine Learning for Addressing Unstructured Challenges in Education," 2023 

3rd International Conference on Technology Enhanced Learning in Higher Education 

(TELE), Lipetsk, Russian Federation, 2023, pp. 5-7, doi: 

10.1109/TELE58910.2023.10184355. 

54. Schneier, B. (2015). Data and Goliath: The hidden battles to collect your data and control 

your world. WW Norton & Company. 

55. AllahRakha, N. Analysis of the Primary Components Contributing to the Growth of the 

Digital Economy (November 25, 2022). 

56. Schneier, B. (2019). We're Banning Facial Recognition. We're Missing the Point. New York 

Times. https://www.nytimes.com/2019/01/20/opinion/facial-recognition-ban-privacy.html 

57. Shah, A. & Schacter, M. (2004). Combating corruption: Look before you leap. Finance and 

Development, 41(4). 

58. Sigholm, J. (2013). Non-state actors in cyberspace operations. Journal of Military Studies, 

4(1), 1-37. 

59. AllahRakha, N. (2023). REGULATORY SANDBOXES: A GAME-CHANGER FOR 

NURTURING DIGITAL START-UPS AND FOSTERING INNOVATION. Евразийский 

журнал права, финансов и прикладных наук, 3(8), 120–128. извлечено от https://in-

academy.uz/index.php/EJLFAS/article/view/19825 

60. Singer, P.W., & Friedman, A. (2014). Cybersecurity: What everyone needs to know. Oxford 

University Press. 

61. Solon, O. (2019). „Massive violation of privacy‟: why are covert data brokers so creepy?. 

The Guardian. https://www.theguardian.com/world/2019/jan/09/data-brokers-secretly-

profile-americans-report-ftc-urged-investigate-abuse 

62. AllahRakha, N. Analysis of the Primary Components Contributing to the Growth of the 

Digital Economy (November 25, 2022). 

63. Tufekci, Z. (2018). YouTube, the Great Radicalizer. New York Times. 

https://www.nytimes.com/2018/03/10/opinion/sunday/youtube-politics-radical.html 

64. Tzankova, I., & Flourentzos, F. (2019). The General Data Protection Regulation and anti‐

corruption. Regulation & Governance, 15(2), 298-315. 

65. UNODC. (2013). Comprehensive Study on Cybercrime. United Nations Office on Drugs and 

Crime. https://www.unodc.org/documents/organized-

crime/UNODC_CCPCJ_EG.4_2013/CYBERCRIME_STUDY_210213.pdf 

66. AllahRakha, N. Analysis of the Primary Components Contributing to the Growth of the 

Digital Economy (November 25, 2022). 

67. WEF. (2020). Global Cybersecurity Outlook 2020. World Economic Forum. 

http://www3.weforum.org/docs/WEF_Global_Cybersecurity_Outlook_2020.pdf 

68. Yuspin, W., Wardiono, K., Budiono, A., & Gulyamov, S. (2022). The law alteration on 

artificial intelligence in reducing Islamic bank‟s profit and loss sharing risk. Legality : Jurnal 

Ilmiah Hukum, 30(2), 267–282. https://doi.org/10.22219/ljih.v30i2.23051 

69. AllahRakha, N. (2023). REGULATORY SANDBOXES: A GAME-CHANGER FOR 

NURTURING DIGITAL START-UPS AND FOSTERING INNOVATION. Евразийский 

журнал права, финансов и прикладных наук, 3(8), 120–128. извлечено от https://in-

academy.uz/index.php/EJLFAS/article/view/19825 

70. Zinnbauer, D. (2015). Ambivalent leviathans: Corruption and institutional change. In 

ANTICORRP Project (Eds). Anticorrp WP Series. https://anticorrp.eu/publications/d10-3-1-

v1-anticorrp-wp-series/ 



 

ISSN:3005-2289 

2023 

International Journal of Law and Policy | 

Volume: 1 Issue: 7 

32 

71. Allahrakha, N. (2023). Balancing Cyber-security and Privacy: Legal and Ethical 

Considerations in the Digital Age. Legal Issues in the Digital Age, 4(2), 78-121. Retrieved 

from https://lida.hse.ru/article/view/17666 

72. Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the 

new frontier of power. Profile Books. 

 

 


