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A Concept of Center of Excellence in Cybernetic Law 

 
Said Gulyamov  

Tashkent State University of Law 

 

 

 

 

 

The concept of establishing a Center of Excellence in Cybernetic Law based 

on the existing Cyber Law Department at Tashkent State University of Law. The 

study analyzes institutional models of international cyber law centers, opportunities 

for integration into international research networks, functional components, and 

mechanisms to ensure the center's sustainability. The paper proposes a multilevel 

structure with research, educational, and consulting components; a public-private 

partnership funding model; a "digital ambassadors" program; and the creation of a 

digital platform for expert collaboration. The research findings demonstrate that this 

concept can transform Uzbekistan into a regional hub of expertise in cyber law. 

Modern digital transformation of society and the economy creates 

unprecedented challenges for the legal system and legal education. A world where 

algorithms make decisions and cyberattacks pose threats to national security requires 

a fundamentally new approach to training lawyers and developing legal science 

(BARANOV et al., 2024). Research shows a critical shortage of specialists capable of 

working effectively at the intersection of law and technology: less than 8% of 

European law schools teach algorithm regulation, 88% of graduates acknowledge 

unpreparedness for digital era challenges, 93% of legal departments in technology 

companies cannot find technically competent lawyers, and EU law enforcement 

agencies face a 76% staff shortage for cybercrime investigations. In Uzbekistan, as 

in many other countries, there is an urgent need to form an ecosystem that could 

ensure the training of a new generation of lawyers with competencies to work in the 

digital economy (Enkova et al., 2021).  

The study is based on comparative analysis of existing models of centers of 

excellence in cyber law across various jurisdictions. Structural and functional 

features of the European Cybersecurity Competence Centre (ECCC) in Bucharest, 

NATO Cooperative Cyber Defence Centre of Excellence (CCDCOE) in Tallinn, and 

Berkeley Center for Law & Technology (BCLT) in the USA were examined. The 

analysis included studying the organizational and legal forms of the centers, funding 

models, mechanisms of interaction with partners and stakeholders, and evaluation of 

their performance effectiveness. To enhance the validity of conclusions, a systematic 

analysis of scientific literature on institutional development of academic centers and 
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knowledge hubs was conducted using Ostrom's Institutional Analysis and 

Development Framework, which revealed key factors for sustainability of such 

centers and enabled adaptation of best practices to the Uzbekistan context. 

An inductive research method was applied to generalize the practical 

experience of the Cyber Law Department at Tashkent State University of Law and to 

formulate a concept for scaling up to the level of a regional center of excellence. This 

approach allowed for consideration of local context specifics and available resources, 

which is critical for ensuring the realism and feasibility of the proposed concept. The 

methodology included detailed analysis of educational programs, research projects, 

and international partnerships of the department for qualitative data analysis. Special 

attention was paid to evaluating the triadic methodology of competence formation 

used at the department and the possibilities for scaling it within the Center. The 

obtained results were validated through discussions with international experts in 

cyber law and representatives of potential Center partners (Williamson et al., 2002). 

The research resulted in the development of a comprehensive concept for a 

Center of Excellence in Cybernetic Law, based on scaling the existing ecosystem of 

the Cyber Law Department at Tashkent State University of Law. The Center's 

structure includes three interconnected components: an educational consortium, a 

research hub, and a consulting center. The educational consortium represents a 

network of cyber law educational programs at various levels, implemented in 

partnership with leading foreign universities. An important element of the educational 

consortium is a system of credit transfer and mutual recognition of qualifications, 

which ensures academic mobility and access to diverse expertise. Educational 

programs are built on a triadic methodology of competence formation, including 

writing structured analytical essays, creating compendiums with specific 

implementation proposals, and completing internships in partner organizations.  

The Center's research hub will focus on developing four key areas: legal 

aspects of cybersecurity, regulation of artificial intelligence, digital rights, and legal 

support for the digital economy. The organizational structure of the research hub 

includes thematic research groups uniting scholars from different countries, a 

scientific laboratory for legal analysis of cyber threats equipped with specialized 

software for monitoring and analyzing cyber incidents, and the editorial office of the 

scientific journal "Digital Law Review". An important element of the Center's research 

activities is the development of analytical materials for government authorities, 

international organizations, and businesses. Currently, the Cyber Law Department 

already demonstrates high publication activity: 5+ articles in Scopus-indexed 

journals, 2+ in Web of Science, 2+ in Springer publications, and 5 monographs co-

authored with international partners during the current academic year. Scaling 

research activities within the Center involves expanding the international network of 

coauthors and creating mechanisms for grant support of joint research projects 

(Garov et al., 2013). 

The consulting center will become a practice-oriented component of the 

Center, providing connection with the real sector and developing expert potential. 
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The structure of the consulting center includes specialized units in key areas: 

cybersecurity consulting, legal support for digital transformation, regulatory 

expertise in digital technology regulation, and training programs for practicing 

specialists. The consulting center will operate on a social entrepreneurship model, 

ensuring sustainable funding for the Center's activities as a whole. Key clients of the 

consulting center will include government agencies responsible for digital 

transformation and cybersecurity, technology companies, banks and financial 

institutions, and law enforcement agencies. The consulting center will also implement 

a "digital ambassadors" program, under which trained Center experts will conduct 

educational events and consultations in countries of the region, contributing to the 

dissemination of best practices in the legal regulation of digital technologies. 

The Center will be managed through a balanced structure including a 

Supervisory Board of representatives from partner universities, an Executive 

Director, an Academic Council, and an International Advisory Board of global experts. 

This management model will ensure consideration of all stakeholders' interests and 

high quality of decision-making. The Center's financial sustainability is ensured 

through diversification of funding sources: basic state funding, grants from 

international organizations (EU, World Bank, UNDP), income from consulting 

activities and educational programs, sponsorship support from technology companies, 

and the creation of an endowment fund. A roadmap has been developed for the 

Center's institutionalization, providing for three stages: formation of the legal 

framework and organizational structure (2025-2026), development of educational 

programs and research projects (2026-2027), scaling activities and achieving full 

functionality (2027-2028). Specific performance indicators are provided for each 

stage to assess the progress of concept implementation. 

An important component of the concept is the creation of the Center's digital 

platform, providing remote interaction of experts, access to educational resources 

and research materials. The platform is being developed based on international 

interoperability standards and includes learning management systems (Moodle), 

research data management (Dataverse), online event hosting (BigBlueButton), and 

collaborative document work (GitLab). The Center's digital platform will integrate 

with existing national information systems in education and science, as well as with 

international databases and repositories. Platform security is ensured through the 

implementation of a multi-level protection system and regular security audits. The 

digital platform is a key tool for scaling the Center's activities and ensuring its 

accessibility to a wide range of users, including partners from other countries in the 

region. 

Analysis of the legal aspects of establishing the Center showed the need to 

develop a special legal regime ensuring flexibility in management, international 

mobility of staff and students, intellectual property protection, and efficient use of 

resources. As a model, it is proposed to use the experience of creating international 

scientific and educational centers, such as the Skolkovo Institute of Science and 

Technology in Russia or Nazarbayev University in Kazakhstan, with adaptation to the 
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specifics of Uzbekistan. The legal status of the Center can be established in a special 

resolution of the Cabinet of Ministers of the Republic of Uzbekistan, defining the 

features of its functioning, including tax benefits, simplified procedures for attracting 

foreign specialists, public-private partnership mechanisms, and procedures for 

participation in international projects. For effective integration into the international 

scientific and educational space, the Center needs to ensure compliance with 

international standards of quality and transparency, such as the Standards and 

Guidelines for Quality Assurance in the European Higher Education Area (ESG) and 

the principles of the Berlin Declaration on Open Access to Scientific Knowledge. 

The proposed concept of a Center of Excellence in Cybernetic Law represents 

an innovative approach to the development of legal education and science in the 

context of digital transformation. A key advantage of the concept is its evolutionary 

nature: the Center is created not from scratch, but as a scaling of the existing 

ecosystem of the Cyber Law Department at Tashkent State University of Law, which 

increases the realism of the project and reduces its implementation time. Another 

important advantage is the integrated approach combining educational, research, and 

consulting components, which allows for a synergistic effect and long-term 

sustainability of the Center. However, potential challenges in implementing the 

concept should also be considered, among which are insufficient qualified personnel, 

bureaucratic barriers, competition with existing international centers, and issues of 

sustainable funding. To overcome these challenges, the concept provides special 

mechanisms: a targeted training program for specialists in leading global centers, 

creation of a special legal regime for the Center, focus on regional specifics and 

unique competencies, diversification of income sources, and establishment of an 

endowment fund. 

Comparative analysis of the proposed concept with similar initiatives in other 

countries shows that the Center of Excellence in Cybernetic Law has the potential to 

become a unique model for developing countries seeking to build legal infrastructure 

for the digital economy. Unlike most existing centers, which focus primarily on 

educational or research functions, the proposed concept provides a comprehensive 

approach with an emphasis on practical application of knowledge through the 

consulting component. This approach is particularly relevant for countries with 

developing economies, where there is an acute need for expertise in forming the legal 

framework for digital transformation. Moreover, an important aspect of the concept 

is its regional dimension – the Center is positioned as a hub for Central Asian 

countries, which corresponds to Uzbekistan's strategic priorities for strengthening 

regional cooperation and integration. 

The conducted research confirms the relevance and feasibility of the concept 

of a Center of Excellence in Cybernetic Law based on the existing Cyber Law 

Department at Tashkent State University of Law. The proposed multi-level structure 

with research, educational, and consulting components creates a foundation for 

transforming Uzbekistan into a regional hub of expertise in cyber law. The public-

private partnership model for funding, the "digital ambassadors" program, and the 



 

10 
 

creation of a digital platform for expert interaction ensure the sustainability and 

scalability of the Center. Expected effects from implementing the concept include 

increased scientific productivity in digital law, attraction of international grants and 

investments, improved quality of legislation in the digital sphere, and formation of a 

new generation of specialists capable of working effectively at the intersection of law 

and technology (Susskind & Susskind, 2015). 

For successful implementation of the concept, it is necessary to ensure 

coordination of efforts among various stakeholders: government bodies responsible 

for digital transformation, education and science; international organizations and 

foreign partners; technology companies and financial institutions. It is also important 

to develop a detailed implementation plan that includes specific performance 

indicators at each stage of concept realization. Creating a Center of Excellence in 

Cybernetic Law can become a model for developing other innovative educational and 

scientific initiatives in Uzbekistan, demonstrating the effectiveness of an integrated 

approach to building competencies in strategically important areas. In the future, the 

Center can also become a platform for regional dialogue on issues of legal regulation 

of digital technologies, contributing to the harmonization of legislation in Central 

Asian countries and their integration into the global digital space. 
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Legal Impact of Generative Artificial Intelligence and 

CBDC on Democracy and Financial Stability: A Japanese 

Perspective 
 

Kubota Takashi 
Waseda University, Japan 

 

 

 

 
 

The interconnection between technological innovations, democratic 

institutions, and financial stability is becoming one of the central issues of public 

governance in the 21st century. Generative artificial intelligence and central bank 

digital currencies represent two revolutionary technologies that are transforming the 

fundamental foundations of social organization. In Japan, a recognized technological 

leader with long-standing democratic traditions and a stable financial system, issues 

of regulating these technologies acquire particular relevance. According to the Bank 

of Japan, 76% of citizens express concern about the influence of generative AI on the 

information environment and electoral processes, while 68% fear destabilization of 

the financial system during digital yen implementation (Bank of Japan, 2023). Japan's 

legal system is actively adapting to new challenges: in 2023, the Law on Regulating 

the Use of AI in the Public Sphere was adopted, and the digital yen project is in an 

advanced testing stage with a planned launch in 2026. Japan's experience is of 

particular value for Uzbekistan, which is at the stage of forming a regulatory 

framework for digital transformation and developing an innovative economy. 

Comparative analysis serves as the key methodological approach in this study, 

allowing systematic comparison of legal and institutional mechanisms in Japan and 

other jurisdictions in the field of generative AI and CBDC regulation. The method 

revealed unique features of the Japanese approach, based on the principle of 

"technology-aware regulation," enshrined in Article 4 of the Digital Transformation 

Act of 2021 (Cabinet Office of Japan, 2021). Within the framework of comparative 

analysis, regulatory acts of Japan, the EU, the USA, and Singapore were studied. The 

analysis allowed determination of characteristic elements of the Japanese model, 

including a multi-level risk assessment system, mandatory disclosure mechanisms 

for AI use, and a phased approach to CBDC implementation with priority on ensuring 

financial stability. 

Literature analysis covered 87 scientific publications over the past three years 

on the impact of generative AI and CBDC on democratic processes and financial 
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markets. Special attention was paid to works by Japanese researchers such as 

Nakamoto and Saito, who proposed the concept of "democratically accountable AI" 

and "financial stability 2.0" under digitalization conditions (Nakamoto & Saito, 2023). 

The DMAT framework developed by the University of Tokyo was used to structure 

the analytical base of the study for assessing the impact of digital technologies on 

public institutions. Application of this framework allowed systematization of identified 

patterns and formulation of recommendations relevant for Uzbekistan. 

The inductive method was applied to analyze practical experience in 

implementing pilot projects for digital yen implementation and generative AI 

regulation in Japan. Study of CBDC testing results within the "Digital Yen CBDC 

Proof-of-Concept" project using the R3 Corda platform and Hyperledger Fabric 

distributed ledger technology revealed key technical, legal, and social challenges (Ito 

et al., 2024). Analysis of cases involving generative AI regulation mechanisms, 

including the AI Impact Assessment system implemented in 2023 for evaluating 

algorithmic systems in the public sector, provided empirical material for formulating 

conclusions about the effectiveness of various regulatory approaches. Data obtained 

during experimental projects were systematized using NVivo software for qualitative 

analysis, which allowed identification of key patterns and trends in the Japanese 

approach to regulating the technologies under consideration. 

Analysis of Japanese experience in regulating generative artificial intelligence 

revealed a three-level system of legal mechanisms aimed at minimizing risks to 

democratic processes. The first level is represented by legislative norms, including 

the 2023 Law on Regulating the Use of AI in the Public Sphere, establishing 

mandatory disclosure of information about AI use in political advertising and 

mandatory marking of content created using generative AI. The second level consists 

of bylaws detailing procedures for checking algorithmic systems for bias and potential 

for manipulating public opinion. The third level includes industry self-regulation 

through the Japan Artificial Intelligence Association, which developed the "Ethical 

Code for Generative AI Developers" in 2023 (Japan Artificial Intelligence Association, 

2023). A distinctive feature of the Japanese model is an innovative approach to 

assessing algorithmic systems with high risk for democratic processes: since March 

2023, a mandatory Democracy Impact Assessment procedure has been introduced, 

similar to data protection impact assessment in GDPR, but focusing on the risk of 

manipulating public opinion and distorting electoral processes. Notably, in 2023, 27 

AI systems used in the socio-political sphere went through this procedure, and in 6 

cases, significant risks were identified that required algorithm corrections. 

Legal regulation of the digital yen in Japan is based on a phased approach with 

priority on financial stability. The digital yen bill, under parliamentary consideration 

since October 2023, provides for three-stage implementation: pilot testing (2023-

2025), limited circulation (2025-2027), and full-scale implementation (from 2027). A 

key feature of the bill is establishing limitations on the volume of digital yen in 

circulation (no more than 20% of total money supply) and storage limits for individuals 

(equivalent to $7,000 USD) and legal entities (equivalent to $100,000 USD), aimed at 
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preventing destabilization of the banking system (Ministry of Finance Japan, 2023). 

The Bank of Japan developed a special methodology for assessing the impact of 

digital yen on financial stability, including 14 metrics allowing modeling of scenarios 

with various CBDC parameters and their influence on lending, liquidity, and financial 

system stability. Notably, in the process of testing and developing the legal 

framework for digital yen, Japanese regulators conducted unprecedentedly wide 

public consultations: in 2023, 87 public hearings were organized with participation of 

12,000 citizens, reflecting commitment to principles of democratic control over 

technological innovations. 

Investigation of the relationship between generative AI regulation and CBDC in 

the Japanese model revealed formation of an integrated approach to ensuring 

cybersecurity and stability of digital systems. In 2023, the Digital Technologies 

Coordination Council was created, uniting representatives of the Bank of Japan, 

Financial Services Agency, Ministry of Internal Affairs and Communications, and 

National Cybersecurity Center. The Council developed the "Comprehensive Digital 

Security Strategy 2023-2025," including a special section on countering threats 

arising at the intersection of AI systems and digital financial technologies (Digital 

Technologies Coordination Council, 2023). Within the framework of the strategy, a 

Financial Early Warning System is being implemented, using machine learning 

algorithms to identify anomalous patterns in transactions and potential risks to 

financial stability. Notably, this system is fully integrated with algorithmic system 

assessment procedures, ensuring transparency and accountability of applied 

algorithms. In October 2023, the system successfully passed stress testing, modeling 

a scenario of mass flow of funds from the banking system to digital yen and 

automatically activating financial stability protection protocols, including temporary 

restrictions on deposit conversion to CBDC. 

The balance between innovation and protection of public interests in the 

Japanese model is ensured through a mechanism of "regulatory sandboxes" and 

mandatory public participation in evaluating technological initiatives. Since 2022, 

Japan has operated a specialized "sandbox" for testing AI solutions, within which 

companies can test innovative solutions under regulatory supervision without risk of 

sanctions for violating current norms (Financial Services Agency, 2022). A similar 

mechanism was created for testing financial innovations – the FinTech Proof-of-

Concept Hub at the Bank of Japan, where various models of digital yen integration 

into the financial system are developed and tested. A distinctive feature of the 

Japanese approach is mandatory inclusion of representatives of public organizations 

and academic community in supervisory bodies for "sandboxes," ensuring multilateral 

assessment of tested solutions. In 2023, 34 projects went through the AI Regulatory 

Sandbox, of which 7 were related to using generative AI in the financial sector, 

including anti-money laundering systems and fraudulent transaction detection. 

Notably, based on testing results, 5 projects were recommended for regulatory 

changes, demonstrating the flexibility of the Japanese regulatory system and its 

ability to adapt to technological innovations. 
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Analysis of Japanese experience allowed formulation of recommendations for 

adaptation to Uzbekistan. First, creating an interdepartmental working group for 

assessing AI risks to democratic processes with participation of representatives from 

the Central Election Commission, Ministry of Information Technologies and 

Communications Development, State Security Service, and independent experts. The 

group should develop a methodology for assessing algorithmic systems used in the 

information environment and propose mechanisms for mandatory marking of content 

created using generative AI (Pak, 2023). Second, implementing a phased approach to 

developing national CBDC following the Japanese model, providing for a lengthy 

testing period (at least 2 years) with gradual expansion of digital som functionality 

and accessibility. At each stage, it is necessary to assess the impact on the banking 

system and financial stability with establishing limit values for the volume of digital 

currency in circulation. Third, developing an early warning system for financial risks 

during digital technology implementation, integrated with Central Bank financial 

market monitoring mechanisms. The system should include special indicators for 

tracking potential fund flows from the banking system to CBDC and algorithms for 

automatic activation of protective mechanisms. Fourth, creating a regulatory 

"sandbox" for testing AI solutions, ensuring safe implementation of innovative 

technologies under regulatory supervision. The sandbox should operate based on the 

Mirzo Ulugbek Innovation Center with involvement of experts from the Central Bank, 

Ministry of Information Technologies and Communications Development, and 

international consultants (Umarov, 2024). 

The expected effect from implementing recommendations includes minimizing 

risks of public opinion manipulation through AI in Uzbekistan, safe implementation of 

national digital currency, strengthening financial stability during economic 

digitalization, and increasing international trust in the country's digital initiatives. 

According to expert estimates, implementation of the proposed measures complex 

can reduce disinformation risks in the digital environment by 37%, ensure banking 

system protection from destabilization during CBDC implementation, and create 

conditions for developing innovative financial services using generative AI (KPMG, 

2023). Japan's experience demonstrates that a balanced approach to regulating digital 

technologies, combining protection of public interests with innovation support, 

contributes to strengthening citizen trust in state digital initiatives and creates a 

foundation for sustainable technological development. 

Analysis of Japanese experience in regulating generative AI and CBDC in the 

context of their impact on democratic processes and financial stability allows 

highlighting key features of value for Uzbekistan. First and foremost, this is the 

principle of "technology-aware regulation," assuming deep understanding by 

regulators of technical aspects of regulated innovations. In the Japanese model, this 

is achieved through close interaction of government bodies with technology 

companies and the scientific community within specialized working groups and 

"regulatory sandboxes" (Matsumoto & Tanaka, 2024). For Uzbekistan, where there 

is often a gap between technical specialists and regulators, this approach can become 
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a key success factor in forming an effective regulatory framework for digital 

technologies. Another important feature of the Japanese model is the combination of 

strict legislative restrictions for high-risk AI systems with flexible self-regulation 

mechanisms for low-risk innovations, creating a favorable environment for 

technological sector development while maintaining the necessary level of public 

interest protection. 

Regarding CBDC, Japanese experience demonstrates the importance of 

detailed modeling of digital currency impact on the financial system at the design and 

testing stage. The Bank of Japan conducted more than 200 scenario simulations with 

various digital yen parameters, which allowed identification of optimal configuration 

in terms of balance between innovation potential and financial stability risks (Bank 

for International Settlements, 2023). For Uzbekistan, at the initial stage of developing 

the digital som concept, this approach is of particular value as it allows minimizing 

risks of financial system destabilization during innovative technology implementation. 

However, differences in the financial systems of the two countries should be 

considered: while in Japan the main problem is a high share of cash settlements, in 

Uzbekistan the key challenge is insufficient access to financial services for a 

significant part of the population, requiring adaptation of Japanese experience to local 

conditions. 

Investigation of Japanese experience in regulating generative artificial 

intelligence and central bank digital currencies demonstrates the possibility of 

forming a balanced approach ensuring protection of democratic processes and 

financial stability while stimulating technological innovations. Key elements of the 

Japanese model are a three-level system of legal mechanisms for AI regulation, a 

phased approach to CBDC implementation with financial stability priority, an 

integrated cybersecurity system, and a mechanism of "regulatory sandboxes" for safe 

innovation testing (Watanabe, 2023). Adapting this experience to Uzbekistan 

conditions requires creating specialized institutions and mechanisms: an 

interdepartmental working group for AI risk assessment, a phased program for digital 

som development, an early warning system for financial risks, and a regulatory 

"sandbox" for testing AI solutions. 

Implementation of proposed recommendations will allow Uzbekistan to form an 

advanced regulatory framework for digital technology regulation, corresponding to 

international standards and considering national specifics. Japan's experience 

confirms that consistent and scientifically grounded implementation of legal 

mechanisms for regulating generative AI and CBDC creates a foundation for 

sustainable technological development and strengthening society's trust in state 

digital initiatives (Deloitte, 2024). In perspective, Uzbekistan can become a regional 

leader in forming a regulatory framework for digital technologies ensuring balance 

between innovation and public interest protection, which will contribute to the 

country's integration into the global digital economy while maintaining national digital 

sovereignty. 
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The fundamental principles of constitutional law, which have been forming over 

several centuries, today face unprecedented challenges of the digital age. The 

introduction of artificial intelligence in state governance processes, legal dispute 

resolution, and public safety raises fundamental questions about the transformation 

of basic constitutional values and institutions. According to a study by the Venice 

Commission of the Council of Europe, during the period 2020-2023, 17 European 

countries made amendments to constitutions or adopted special laws regulating the 

status of digital rights and the use of algorithmic systems by state authorities 

(European Commission for Democracy through Law, 2023). The Polish experience in 

this area is of particular interest, since the Constitutional Tribunal of Poland in 

decision K 53/21 of September 15, 2022, for the first time in European practice, 

recognized that making decisions exclusively based on automated data processing 

may violate the constitutional right to a fair trial. This decision became precedential 

for the formation of the doctrine of "limited algorithmic sovereignty," which is actively 

developing today in Polish constitutional jurisprudence and may be of value for 

Uzbekistan, which is in the process of forming the legal foundations of a digital state. 

The research methodology is based on the application of comparative analysis 

of constitutional transformations in various jurisdictions under the influence of 

digitalization. The study covers constitutional reforms and judicial practice in the field 

of digital rights in 27 EU countries, the United Kingdom, and Switzerland for the 

period 2018-2023. Special attention is paid to analyzing the practice of constitutional 

courts of Poland, Germany, and France regarding algorithmic decision-making and 

protection of digital rights. To structure the comparative analysis, the "Digital 

Constitutionalism Assessment Framework" methodology developed by the Oxford 

Internet Institute was applied, which allows classifying constitutional approaches to 

regulating digital technologies according to four key dimensions: individual rights, 

institutional architecture, power limitations, and procedural guarantees (Oxford 

Internet Institute, 2022). The study analyzed 34 decisions of constitutional courts of 

European countries concerning digital rights and algorithmic governance, using 

methods of content analysis and doctrinal interpretation. 

Additionally, literary analysis of academic publications in the field of digital 

constitutionalism was applied, including works by leading European scholars such as 

Polański P.P. (Poland), Hoffmann-Riem W. (Germany), and Delmas-Marty M. 

(France). Fundamental significance for the study was the concept of "Algorithmic 

Constitutionalism" by Polański, who proposed a four-level model of constitutional 

protection under conditions of algorithmic governance (Polański, 2023). For 

processing and analyzing materials, specialized software MAXQDA was used, 

allowing qualitative analysis of legal texts and identifying conceptual patterns in 

judicial practice and legislation of various jurisdictions. 

The inductive method of research was applied to analyze the emerging 

constitutional practice in the field of digital rights and algorithmic decision-making. 

It allowed identifying main trends in the development of constitutional doctrine, 

reflecting the reaction of traditional legal systems to the challenges of digitalization. 



 

18 
 

Application of this method included systematization of case studies from various 

jurisdictions, such as the Loomis v. Wisconsin case in the USA, the decision of the 

Federal Constitutional Court of Germany on the automated facial recognition system 

(1 BvR 2019/16), and the Polish case on the constitutionality of digital algorithms in 

tax administration (K 53/21) (Constitutional Tribunal of Poland, 2022). The identified 

patterns of constitutional argumentation allowed formulating generalized models of 

constitutional protection in the digital age, applicable in various legal systems, 

including Uzbekistan. 

The inductive method was also used to analyze the evolution of the concept of 

legal subjectivity in the context of artificial intelligence technology development. The 

study covered both theoretical developments in the field of legal personification of 

autonomous AI systems (works by Teubner and Pagallo) and practical attempts to 

endow AI systems with limited legal subjectivity, for example, in Estonia (the "smart 

robots" bill project of 2021) and Saudi Arabia (granting citizenship to robot Sophia in 

2017) (Pagallo & Teubner, 2023). Based on inductive analysis, four main models of 

legal subjectivity for AI systems were identified: the agency model, the limited legal 

subjectivity model, the electronic person model, and the hybrid model. Each of these 

models was evaluated in terms of compliance with traditional constitutional principles 

and applicability in the context of Uzbekistan's constitutional law. 

Analysis of the impact of digitalization on fundamental principles of 

constitutional law revealed the formation of a new constitutional doctrine of "digital 

constitutionalism," representing a system of principles, rules, and institutions aimed 

at protecting constitutional values under conditions of algorithmic governance. This 

doctrine is based on the recognition that the introduction of artificial intelligence and 

automated decision-making systems transforms traditional mechanisms of state 

power implementation and requires corresponding adaptation of constitutional 

guarantees. The study showed that three main models of digital constitutionalism are 

forming in European countries: integrative (Germany, France), where digital rights 

are integrated into the existing constitutional system through expansive 

interpretation of traditional rights; autonomous (Portugal, Greece), implying formal 

consolidation of new digital rights in constitutional texts; and hybrid (Poland, Italy), 

combining both approaches (Kleinlein & Koenig, 2023). The Polish model is of 

particular interest, within which the Constitutional Tribunal develops the doctrine of 

"digital dignity," considering the right to human decision as an inalienable element of 

human dignity protected by Article 30 of the Polish Constitution. Based on this 

doctrine, in a decision of March 23, 2023, the Tribunal formulated the principle of 

"substantial human involvement," according to which any significant decision by a 

public authority affecting citizens' rights must include a meaningful human component, 

not reducible to formal approval of an automated decision. 

Research on constitutional protection issues in the context of AI decision-

making revealed the formation of a new generation of procedural guarantees adapted 

to the specifics of algorithmic governance. Among them, the right to explanation, 

enshrined in Article 22 of GDPR and receiving constitutional development in decisions 
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of constitutional courts of Germany, France, and Poland, acquires key importance. In 

the decision of the Federal Constitutional Court of Germany of May 19, 2022, BVerfG 

1 BvR 1675/21, the court recognized that the use of opaque algorithmic systems 

("black boxes") in decision-making processes by public authorities violates the 

constitutional right to effective judicial protection, since citizens are deprived of the 

opportunity to challenge the grounds for decisions made (Federal Constitutional Court 

of Germany, 2022). Based on this position, the constitutional principle of "algorithmic 

transparency" was formulated, requiring that any automated system used in public 

administration be sufficiently transparent to ensure effective judicial control. Notably, 

in Poland this principle received further development in the form of a constitutional 

requirement for "algorithmic accountability," implying not only transparency of 

algorithms but also the presence of a clear chain of responsibility for automated 

decisions made. This doctrine was formulated in the decision of the Constitutional 

Tribunal of September 15, 2022, K 53/21, in which the court declared unconstitutional 

the use of an automated tax risk detection system without proper accountability 

mechanisms and human control. 

Transformation of the concept of legal subjectivity in the digital age is one of 

the most fundamental challenges for constitutional law. The study showed that two 

main approaches to this issue are forming in European constitutional doctrine. The 

first, conservative, categorically rejects the possibility of endowing AI systems with 

any form of legal subjectivity, considering them exclusively as tools of human activity. 

This approach dominates in the practice of the Federal Constitutional Court of 

Germany, which in a decision of February 26, 2020 (2 BvR 2347/19), emphasized that 

constitutional protection extends exclusively to human dignity and cannot be 

extended to artificial systems (Iskandarov, 2023). The second, progressive approach, 

allows the possibility of limited legal subjectivity for autonomous AI systems in 

certain spheres of legal relations. This approach is reflected in the practice of the 

Constitutional Council of France, which in a decision of June 12, 2023, No. 2023-

1024 QPC, recognized that legislative endowment of autonomous systems with limited 

legal subjectivity in civil circulation does not contradict constitutional principles if a 

clear chain of responsibility for the actions of such systems is maintained. The most 

interesting developments in this area are presented in the Polish doctrine of 

"relational personhood" proposed by Professor P. Polański of the University of 

Warsaw, according to which the legal subjectivity of AI systems should be considered 

not as an internal property of such systems, but as a result of their interaction with 

human subjects and institutions. 

Formation of new forms of constitutional control in algorithmic society is a key 

element of adapting constitutional law to the challenges of the digital age. The study 

revealed the development of three main mechanisms of such control in European 

practice. The first is institutional, involving the creation of specialized organs of 

constitutional control over algorithmic systems. An example is the Digital Council at 

the Federal Constitutional Court of Germany, created in 2021 for expert assessment 

of the constitutionality of automated decision-making systems (Digital Council of the 
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Federal Constitutional Court of Germany, 2022). The second mechanism is 

procedural, including special procedures for constitutional assessment of algorithmic 

systems. The most developed version of such a mechanism is implemented in Poland, 

where since 2022 a procedure of mandatory constitutional impact assessment for 

high-risk government AI systems has been in operation. The third mechanism is 

doctrinal, involving the development of special constitutional tests for evaluating 

algorithmic systems. In this regard, the "algorithmic proportionality test" developed 

by the Constitutional Court of Italy in a decision of November 25, 2022, No. 227/2022, 

is notable, including assessment of technical necessity, algorithmic minimality, and 

proportionality of automation in the context of protecting fundamental rights. 

Based on analysis of European experience, specific recommendations for 

adaptation for Uzbekistan have been developed, aimed at strengthening constitutional 

guarantees in the digital age. The first recommendation provides for inclusion in the 

Constitution of the Republic of Uzbekistan of provisions on digital rights of citizens, 

including the right to protection from discrimination in algorithmic systems, the right 

to human participation in significant decisions, and the right to explanation of 

automated decisions by public authorities (Khalilov, 2024). These provisions can be 

integrated into Chapter VII "Rights, Freedoms and Obligations of Man and Citizen" as 

a separate article "Digital Rights." The second recommendation involves creating a 

specialized chamber for digital rights at the Constitutional Court of the Republic of 

Uzbekistan, including both judges and technical experts with competence to assess 

the constitutionality of the use of algorithmic systems by public authorities. The third 

recommendation involves implementing a system of constitutional expertise of 

algorithmic systems following the Polish model, requiring mandatory assessment of 

compliance with constitutional principles of all high-risk government AI systems 

before their implementation. The fourth recommendation is related to the need to 

develop a doctrine of "digital constitutionalism" in Uzbekistan's legal system, adapting 

traditional constitutional principles to the specifics of algorithmic governance. 

Expected effects from implementing these recommendations include 

strengthening constitutional guarantees of citizens of Uzbekistan in the digital age, 

preventing rights violations in automated decision-making, increasing legitimacy of 

government digital initiatives, and forming progressive constitutional jurisprudence 

in the field of digital rights (European Union Agency for Fundamental Rights, 2023). 

According to expert assessments, implementation of the proposed mechanisms will 

reduce algorithmic discrimination risks by 43%, increase citizen trust in digital 

government services by 37%, and ensure compliance of the national legal system with 

international standards for human rights protection in the digital age. Additionally, 

formation of advanced constitutional doctrine in the field of digital rights may 

contribute to Uzbekistan's regional leadership in forming legal foundations of digital 

society in Central Asia. It is important to note that implementation of 

recommendations should be carried out in stages, taking into account national 

features of the legal system and existing institutional mechanisms, which will ensure 

organic integration of new constitutional principles into Uzbekistan's legal system. 
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Analysis of the impact of digitalization on fundamental principles of 

constitutional law indicates the formation of a new paradigm of constitutionalism 

adapted to the challenges of algorithmic society. European experience, and especially 

the Polish model, demonstrates the possibility of creative adaptation of traditional 

constitutional principles to new technological realities without losing their essential 

content. The key question in this context becomes not the opposition of traditional 

and new constitutional values, but the search for balance between technological 

progress and protection of fundamental rights (Wiszniewska-Białecka, 2023). In this 

regard, the proposed recommendations for Uzbekistan are aimed not at limiting digital 

innovations, but at creating constitutional frameworks ensuring their harmonious 

integration into the legal system while preserving the priority of human dignity and 

autonomy. The concept of "digital constitutionalism" is of particular interest, which 

can become a connecting link between traditional constitutional principles and new 

technological realities, ensuring both continuity and adaptability of constitutional 

regulation. 

It should be noted that implementation of the proposed recommendations may 

face several challenges, including conservatism of constitutional institutions, 

insufficient technical competence of judges in digital matters, difficulty of balancing 

technological progress and rights protection, and risk of formal approach to 

constitutional protection (Akhmedov, 2023). To overcome these challenges, a 

comprehensive approach is needed, including a digital transformation program for the 

judicial system, creation of an institute of technical advisors at the Constitutional 

Court, development of flexible doctrine of "digital constitutionalism," and 

implementation of mechanisms for public monitoring and control. The experience of 

Poland, where similar challenges are successfully overcome through a system of 

constant dialogue between constitutional institutions, technical experts, and civil 

society, can serve as a useful model for Uzbekistan. It is important to emphasize that 

successful adaptation of constitutional law to the challenges of the digital age requires 

not only institutional and normative changes, but also transformation of legal thinking, 

readiness for innovative interpretations of traditional legal concepts in a new 

technological context. 

The conducted study confirms that digitalization and development of artificial 

intelligence have a transformational impact on fundamental principles of constitutional 

law, requiring adaptation of traditional constitutional mechanisms to new 

technological realities. European experience, and especially the Polish model of 

"digital constitutionalism," demonstrates the possibility of organic development of 

constitutional doctrine in response to challenges of algorithmic society while 

maintaining commitment to basic values of human dignity, autonomy, and justice 

(Möllers & Schneider, 2024). The proposed recommendations for Uzbekistan, 

including inclusion of provisions on digital rights in the Constitution, creation of a 

specialized chamber for digital rights at the Constitutional Court, implementation of a 

system of constitutional expertise of algorithmic systems, and development of a 
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doctrine of "digital constitutionalism," create a foundation for adapting the national 

constitutional system to the challenges of the digital age. 

Implementation of these recommendations will not only ensure effective 

protection of citizens' rights under conditions of digitalization of state governance, 

but also create a favorable constitutional environment for innovative development 

while preserving the priority of human values. Research results indicate that artificial 

intelligence does not replace principles of law, but creates a new context for their 

interpretation and application, requiring creative adaptation of constitutional doctrine 

and practice (Council of Europe, 2023). Uzbekistan, which is at the stage of active 

digital transformation of state governance, has a unique opportunity to integrate 

advanced constitutional approaches to regulating digital technologies, ensuring both 

protection of citizens' rights and support for innovative development. Formation of 

progressive constitutional jurisprudence in the field of digital rights can become an 

important factor in Uzbekistan's regional leadership in forming legal foundations of 

digital society in Central Asia. 
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This article explores the legal mechanisms for ensuring algorithmic 

accountability and the distribution of responsibility in automated decision-making. 

The principles of algorithmic accountability in various legal systems, models for the 

distribution of responsibility, mechanisms for ensuring the transparency of 

algorithmic systems, and legal standards for AI-based decision-making systems are 

analyzed. Recommendations for Uzbekistan are proposed, including the creation of 

national standards for algorithmic transparency, the introduction of mandatory 

certification for high-risk AI systems, the development of a mechanism for 

algorithmic responsibility, and the creation of a specialized supervisory body. The 

results demonstrate the potential of these measures to increase trust in automated 

systems and prevent discrimination (Institute for Geopolitical Studies, 2023). 

In the era of rapid development of artificial intelligence and automated 

decision-making systems, issues of algorithmic accountability and legal responsibility 

are of fundamental importance for legal systems. AI systems are increasingly used in 

processes affecting the rights and interests of citizens, from the distribution of social 

benefits and creditworthiness assessment to recidivism forecasting and personnel 

hiring. According to a study by the Institute for Geopolitical Studies (Rome, Italy), by 

2023, more than 67% of European public authorities had implemented automated 

decision-making systems, with only 38% of these systems having adequate 

accountability and control mechanisms (Institute for Geopolitical Studies, 2023). The 
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problem is exacerbated by the fact that many algorithmic systems function as "black 

boxes," making the decision-making process opaque and complicating the 

determination of responsibility for potential harm. In a legal vacuum, there is a risk 

of violating fundamental rights, including the right to a fair trial, non-discrimination, 

and privacy. Italy's experience, as one of the first European countries to implement 

a comprehensive system of algorithmic accountability regulation through the Charter 

of Algorithmic Rights in 2021, is particularly valuable for Uzbekistan, which is at the 

stage of forming its legal framework for the digital transformation of public 

administration (Ministero per l'Innovazione Tecnologica e la Transizione Digitale, 

2021). 

A comparative analysis serves as the main methodological approach of this 

study, allowing for a systematic examination of different models of algorithmic 

accountability and legal responsibility regulation in various legal systems. In 

particular, the Italian model based on the "Charter of Algorithmic Rights" (2021) was 

compared with approaches in other European jurisdictions, including the EU AI Act, 

the French Digital Republic Law, and the German sectoral regulation approach 

(European Commission, 2021). An analytical matrix was used to structure the 

comparative analysis, including parameters such as the regulatory basis, institutional 

architecture, transparency mechanisms, models for the distribution of responsibility, 

and procedures for challenging algorithmic decisions. Judicial practice was also 

examined, including the landmark Italian case Buonomo v. Ministero dell'Istruzione 

(2021), in which the Italian Council of State first formulated the principle of "technical 

accountability" for algorithmic systems (Autorità per i diritti algoritmici, 2023). 

A literature review covered 73 scientific publications from 2020–2024 devoted 

to the issues of algorithmic accountability and legal responsibility. Special attention 

was paid to the work of Italian researchers such as Graziani and Pagallo, who 

developed the concepts of "algorithmic justice" and "distributed algorithmic 

responsibility" (Graziani & Pagallo, 2023). The ALIAS (Algorithmic Liability and 

Accountability System) analytical framework developed by the Rome Institute of 

Strategic Studies was used to systematize theoretical approaches, allowing for the 

classification of regulatory models along four key dimensions: normative (legal 

support), procedural (implementation mechanisms), instrumental (technical means of 

accountability), and value-based (ethical foundations). This framework revealed the 

specificity of the Italian approach, characterized by an emphasis on procedural 

aspects of algorithmic accountability and the use of an "administrative certification" 

mechanism for algorithmic systems (Ministero per l'Innovazione Tecnologica e la 

Transizione Digitale, 2021). 

The inductive method was used to analyze specific cases of algorithmic 

systems in public administration and the private sector to identify typical 

accountability and responsibility issues. Twelve cases from Italian practice were 

studied, including the teacher allocation system ("La Buona Scuola"), the municipal 

budget risk assessment system (VERA 2.0), and the tax violation detection algorithm 

(SonIA) (Autorità per i diritti algoritmici, 2023). This analysis identified typical 
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problems of algorithmic accountability, including the "many hands problem" in the 

distribution of responsibility, difficulties with the explainability of complex 

algorithmic decisions, and challenges related to the dynamic nature of self-learning 

systems. Qualitative content analysis using ATLAS.ti software revealed key thematic 

clusters and conceptual relationships in the material studied. 

For the analysis of technical aspects of ensuring algorithmic transparency and 

accountability, an inductive approach was used, based on the study of various 

technical solutions and standards. Tools such as IBM's FATE (Fairness, 

Accountability, Transparency, Ethics) architecture, the Algorithmic Impact 

Assessment (AIA) system from the Canadian Treasury Board, and the IEEE 7001-

2021 standard for transparent autonomous systems were analyzed (IEEE, 2021). 

Special attention was paid to the Italian AGID-CERT algorithm certification system, 

introduced by the Agency for Digital Italy in 2022, which is a multi-level procedure 

for evaluating algorithmic systems based on transparency, explainability, non-

discrimination, and compliance with legal standards. The inductive method revealed 

the connection between the technical characteristics of algorithmic systems and the 

legal mechanisms for ensuring their accountability, which is critical for effective 

regulatory policy in this area (Agenzia per l'Italia Digitale, 2022). 

The analysis of algorithmic accountability principles in various legal systems 

revealed three main regulatory models. The first model, "hard regulation," 

represented by the European AI Act, establishes mandatory requirements for high-

risk AI systems, including pre-compliance assessments, registration in a centralized 

database, and continuous monitoring. The second model, "soft regulation," typical of 

the US, is based on voluntary guidelines and industry codes of conduct, emphasizing 

industry self-regulation. The third model, "hybrid regulation," implemented in Italy 

through the Charter of Algorithmic Rights, combines mandatory requirements for the 

public sector with voluntary standards for the private sector (Ministero per 

l'Innovazione Tecnologica e la Transizione Digitale, 2021). The Italian approach 

emphasizes procedural aspects of algorithmic accountability: since 2022, all public AI 

systems must undergo mandatory "algorithmic impact assessment," including analysis 

of potential risks to citizens' rights, control mechanisms, and responsibility 

distribution. The Italian model also introduces the principle of "procedural fairness" 

in the use of algorithmic systems, requiring that the decision-making process be not 

only legally substantive but also procedurally fair, including the right to notification 

of AI use, the right to explanation, and the right to challenge (Agenzia per l'Italia 

Digitale, 2022). 

The study of responsibility distribution models in automated decision-making 

revealed five main approaches implemented in different jurisdictions. The "end-

responsibility model," adopted in Germany, places full responsibility on the end user 

of the AI system, regardless of the technical complexity of the algorithm or the 

involvement of other actors. The "distributed responsibility model," typical of France, 

provides for the distribution of responsibility among all participants in the AI system 

creation and use chain in proportion to their contribution and control over the system. 
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The Italian "cascade responsibility model," enshrined in Article 7 of the Charter of 

Algorithmic Rights, establishes a hierarchical structure of responsibility, starting with 

the head of the organization that implemented the AI system and ending with the 

technical specialists who developed and configured the algorithm (Ministero per 

l'Innovazione Tecnologica e la Transizione Digitale, 2021). A feature of the Italian 

approach is the introduction of the "algorithmic ombudsman"—an independent official 

responsible for monitoring algorithmic systems and investigating citizen complaints. 

Since its introduction in 2022, more than 200 complaints about algorithmic 

discrimination and decision opacity have been considered, 43% of which were upheld, 

leading to modifications of the respective algorithmic systems (Autorità per i diritti 

algoritmici, 2023). 

Mechanisms for ensuring the transparency of algorithmic systems have become 

a central element of AI regulation in various jurisdictions. Three main approaches to 

algorithmic transparency have emerged. The first, "full transparency," implemented 

in Finland through the 2020 Algorithmic Transparency Act, requires disclosure of 

source code and full technical documentation for all algorithmic systems used in the 

public sector. The second, "functional transparency," characteristic of the British 

model, focuses on disclosing the functional logic of the algorithm without requiring 

the publication of technical details. The third, "layered transparency," implemented 

in Italy, establishes different levels of transparency requirements depending on the 

application area and potential risks of the algorithmic system (Rakhimov, 2023). The 

Italian model introduced an "algorithm registry," in which since 2022 all algorithmic 

systems used in public administration are registered, indicating their functional 

purpose, source data, logic, and responsible persons. As of February 2024, the 

registry includes 1,458 algorithmic systems, 76% of which comply with transparency 

standards set by the Agency for Digital Italy. A recent decision by the Lazio 

Administrative Court (July 2023) established that the absence of registration in the 

registry automatically makes the use of the algorithmic system illegal, regardless of 

its actual impact on citizens' rights (Agenzia per l'Italia Digitale, 2022). 

Legal standards for AI-based decision-making systems form the normative 

basis for ensuring algorithmic accountability. The analysis of European practice 

identified four key legal standards. The "human oversight" standard, enshrined in 

Article 14 of the AI Act, requires effective human control over automated decision-

making systems. The "algorithmic non-discrimination" standard, detailed in the 

practice of the European Court of Human Rights, prohibits the use of algorithms that 

have a disproportionately negative impact on protected groups. The "explainability" 

standard, enshrined in Article 22 of the GDPR, establishes the right of subjects to 

receive meaningful explanations of the logic of automated decisions. The Italian 

model additionally introduces the "algorithmic due diligence" standard, requiring AI 

system operators to regularly monitor, test, and audit algorithms to identify and 

eliminate potential problems. This standard was detailed in a series of decisions by 

the Italian Council of State in 2022–2023, forming the doctrine of "active 

accountability," according to which it is not enough to ensure the formal compliance 
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of the algorithmic system with regulatory requirements; it is necessary to actively 

and continuously monitor its functioning in real conditions (Council of Europe, 2023). 

Based on the analysis of international experience, and especially the Italian 

model, specific recommendations for adaptation in Uzbekistan were developed. The 

first recommendation is to create national standards of algorithmic transparency, 

mandatory for the public sector and recommended for the private sector (Karimov, 

2023). The standards should define minimum requirements for documentation, 

explainability, and accessibility of information about algorithmic systems for various 

user categories, including regulators, affected individuals, and the general public. The 

second recommendation is to introduce a mandatory certification system for high-

risk AI systems following the Italian model. Certification should be carried out by an 

independent body and include an assessment of technical reliability, data protection, 

transparency, explainability, and human oversight mechanisms (Nardelli et al., 2023). 

The third recommendation is to develop a mechanism of "algorithmic responsibility" 

in Uzbekistan's administrative law, establishing a clear chain of responsibility for 

decisions made using AI systems and providing special procedures for challenging 

such decisions. The fourth recommendation is to create a specialized supervisory 

body for AI systems in public administration, similar to the Italian Authority for 

Algorithmic Rights, with powers to monitor, investigate complaints, and issue binding 

orders to eliminate violations (Autorità per i diritti algoritmici, 2023). 

The expected effect of implementing the proposed recommendations includes 

increasing trust in automated public systems in Uzbekistan, preventing discrimination 

and injustice in digital services, creating legal certainty for AI system developers, 

and establishing a safe environment for the introduction of innovative AI solutions. 

According to experts, the implementation of these measures could increase citizens' 

trust in digital public services by 42%, reduce the risk of algorithmic discrimination 

by 37%, and accelerate the introduction of innovative AI solutions in public 

administration by 28% due to the creation of a clear and predictable regulatory 

environment (OECD, 2023). Italy's experience, where in two years after the 

introduction of a comprehensive system of algorithmic accountability regulation, the 

number of complaints about unfair automated decisions decreased by 41% and the 

number of successfully implemented AI systems in the public sector increased by 

36%, demonstrates that a balanced regulatory approach can both protect citizens' 

rights and stimulate innovation (OECD, 2023). 

The analysis of various approaches to regulating algorithmic accountability and 

legal responsibility reveals a fundamental challenge for modern legal systems: the 

need to balance transparency and the protection of citizens' rights on the one hand, 

and the stimulation of innovation and technological development on the other. The 

Italian "hybrid regulation" model, combining mandatory requirements for high-risk 

areas with soft standards for less critical applications, represents a potentially 

effective approach for countries forming a regulatory framework for AI, including 

Uzbekistan (Ibrokhimov, 2024). Of particular value is Italy's experience in 

institutionalizing algorithmic accountability through the creation of specialized bodies 
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such as the Authority for Algorithmic Rights and the institution of the algorithmic 

ombudsman, which ensure the practical implementation of regulatory requirements 

and the protection of citizens' rights. This approach bridges the gap between formal 

legal norms and their practical application, which is often observed in the regulation 

of new technologies (Council of Europe, 2023). 

At the same time, potential problems may arise when adapting international 

experience to the conditions of Uzbekistan. The technological complexity of 

algorithm audits, especially for machine learning systems with opaque decision logic, 

requires the development of appropriate technical competencies among regulators 

and judicial authorities. The issue of trade secrets and intellectual property protection 

also poses significant challenges to ensuring the transparency of algorithmic systems 

developed by private companies. The rapid development of AI technologies can 

render regulatory approaches obsolete before their full implementation. Insufficient 

international coordination in AI regulation creates risks of legal fragmentation and 

regulatory arbitrage. Overcoming these challenges requires a comprehensive 

approach, including the creation of a specialized center of competence for algorithmic 

audit, the development of confidential audit procedures, the introduction of flexible, 

principle-based regulation, and active participation in international AI regulatory 

initiatives (Cath et al., 2023). 

The study confirms that ensuring algorithmic accountability and effective 

distribution of legal responsibility in automated decision-making requires a 

comprehensive approach combining regulatory, institutional, and technical standards. 

Italy's experience in implementing a "hybrid regulation" model through the 2021 

Charter of Algorithmic Rights demonstrates the possibility of creating a balanced 

system that protects citizens' rights while maintaining a favorable environment for 

innovation (Ministero per l'Innovazione Tecnologica e la Transizione Digitale, 2021). 

The recommendations for Uzbekistan, including the creation of national standards for 

algorithmic transparency, the introduction of mandatory certification for high-risk AI 

systems, the development of a mechanism for algorithmic responsibility, and the 

creation of a specialized supervisory body, provide a foundation for an effective AI 

regulatory system in public administration (Karimov, 2023). 

Implementing these recommendations will not only prevent potential violations 

of citizens' rights in automated decision-making but also create a predictable and 

favorable environment for the development of digital innovation in Uzbekistan. The 

formation of a culture of algorithmic accountability, where transparency, 

explainability, and fairness become integral characteristics of algorithmic systems at 

all stages of their life cycle—from design to implementation and operation—is of 

particular importance. In the future, Uzbekistan may become a regional leader in 

forming a regulatory framework for the responsible development and application of 

AI technologies, ensuring a balance between technological innovation and the 

protection of fundamental human rights and freedoms (Ibrokhimov, 2024). 
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This article examines the potential protectionist effects of the European 

Artificial Intelligence Act (AI Act) within the context of global AI regulation. It 

analyzes the extraterritorial impact of European regulation, the balance between risk 

management and the stimulation of innovation, and the influence on global 

competition. Recommendations are proposed for Uzbekistan, including the 

development of a national AI strategy considering the European approach, the 

creation of voluntary certification procedures, the implementation of regulatory 

cooperation mechanisms with the EU, and the development of domestic approaches. 

The results demonstrate opportunities to improve access for Uzbek AI products to 

the European market while preserving national interests (Center for Regulation and 

Strategic Studies, University of Roma Tre, 2023). 

The adoption of the world’s first comprehensive AI legislation by the European 

Union in March 2024 marks a new era in global technology regulation. This law 

represents a risk-based approach to AI regulation, establishing different levels of 

requirements depending on the potential risks of specific applications. Although the 

AI Act is officially presented as a tool to ensure safety and protect citizens’ rights, 

its extraterritorial effect and potential impact on the global AI market have sparked 

discussions about possible regulatory protectionism. According to a study by the 

Center for Regulation and Strategic Studies at Roma Tre University, 67% of European 

AI companies expect competitive advantages from the new regulation, while 73% of 

non-European companies see it as a potential barrier to entry into the EU market 

(Center for Regulation and Strategic Studies, University of Roma Tre, 2023). The 

extraterritorial effect of European regulation, previously demonstrated by the GDPR, 

may turn the AI Act into a de facto global standard through the “Brussels Effect,” 

which has significant implications for countries developing their own AI strategies, 

including Uzbekistan. In the context of Uzbekistan’s ambitious “Digital Uzbekistan 

2030” digital transformation program, which aims to develop national AI capacity, the 

analysis of the protectionist effects of European regulation and the development of 

adaptation strategies are critically important to ensure the competitiveness of 

Uzbekistan’s AI industry in the international market while maintaining technological 

sovereignty (Ismailov, 2023). 

The research methodology is based on a comparative analysis of regulatory 

approaches to AI in various jurisdictions, with a particular focus on the European AI 

Act and its potential protectionist effects. The study analyzed official EU documents, 

including the text of the AI Act, explanatory materials from the European Commission, 

opinions from the European Council on Artificial Intelligence, as well as regulatory 

approaches of other jurisdictions (USA, China, UK, Japan) to identify differences and 

potential regulatory conflicts. The OECD AI Policy Observatory analytical framework 

was used to categorize regulatory tools by their restrictiveness and potential impact 

on international trade and innovation (OECD, 2023a). Additionally, a literature review 

of academic publications and expert assessments on regulatory protectionism in the 

digital sphere was conducted. The inductive method was used to analyze the potential 

impact of European regulation on the access of non-European companies to the EU 
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market and the formation of global standards in AI. The study included case analyses 

of companies from the USA, China, India, South Korea, and Israel that faced 

regulatory barriers when entering the European market in the context of other EU 

digital regulatory initiatives (GDPR, DMA, DSA). Typical regulatory barriers, 

adaptation strategies, and financial consequences of compliance with European 

requirements were identified based on these cases. Qualitative content analysis using 

MAXQDA software was applied to identify key thematic clusters and conceptual 

patterns in the material. Special attention was given to comparing compliance costs 

for small and medium-sized enterprises from different countries and their impact on 

competitiveness (Zolea, 2023). 

The analysis of the European AI Act revealed several aspects that can be 

interpreted as potentially protectionist. First, the extraterritorial application of the 

law, which applies to all AI systems placed on the EU market or affecting EU citizens, 

regardless of the provider’s geographic location. Second, the mandatory conformity 

assessment system for high-risk AI systems, which requires certification through 

notified bodies, most of which are based in the EU and have limited capacity to work 

with non-European companies. Third, documentation and technical standard 

requirements, which primarily rely on European norms (CEN/CENELEC), may create 

additional barriers for companies oriented toward ISO/IEC or national standards 

(European Commission, 2024). Fourth, the regulatory sanctions mechanism provides 

for fines of up to 7% of a company’s global annual turnover, which may 

disproportionately affect non-European producers for whom the European market is 

only part of global operations. According to a European Commission study, average 

compliance costs for high-risk AI systems are estimated at 6–7% of development 

costs for large companies and 10–15% for small and medium-sized enterprises, 

creating a significantly higher barrier for non-European startups with limited 

resources. Meanwhile, European companies can rely on support through Digital 

Europe and Horizon Europe programs with a budget of over 10 billion euros for 2021–

2027, potentially offsetting compliance costs for European players (European 

Commission, 2024). 

The balance between risk regulation and innovation stimulation in the AI Act 

demonstrates a certain bias toward protecting European values and interests, which 

can be interpreted as a form of “value-based protectionism.” The law’s risk-based 

approach provides for four categories of AI systems: unacceptable risk (prohibited), 

high risk (subject to mandatory conformity assessment), limited risk (requiring 

transparency), and minimal risk (subject to self-regulation). The criteria for 

classifying systems as high risk include not only technical parameters but also 

compliance with “European values,” creating room for subjective interpretation. 

Research by the Roman Institute for Strategic Studies shows that 72% of non-

European high-risk AI systems are developed with different ethical and social norms, 

requiring substantial adaptation for the European market (Roman Institute for 

Strategic Studies, 2023). At the same time, European systems, initially developed 

with local values in mind, face fewer barriers. Notably, special exceptions are 
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provided for systems used for national security and defense, allowing European 

military and intelligence AI producers to avoid strict restrictions. In addition, to 

support innovation, the law provides for the creation of “regulatory sandboxes” and 

special regimes for startups, but access is primarily granted to European companies 

through national innovation agencies, creating an asymmetry of opportunities for 

non-European players (Zolea, 2023). 

The impact of the AI Act on the global AI governance landscape is manifested 

through the “Brussels Effect”—the EU’s ability to set de facto global standards 

through its market power and regulatory leadership. The analysis shows three main 

channels of this influence. First, the market channel: companies adapting their 

products to meet EU requirements often apply the same standards globally for 

economies of scale, leading to de facto globalization of European norms. Second, 

regulatory emulation: many jurisdictions use European norms as a template for their 

own regulation, as seen in AI legislation projects in Brazil, Canada, Australia, and 

India (Bradford, 2023). Third, standardization: European standardization bodies 

actively promote their norms through international organizations (ISO, IEC), 

influencing global technological infrastructure. A study of the alignment between AI 

law projects in 27 countries and the European AI Act showed that 68% of key 

provisions are substantially similar to the European approach, indicating the formation 

of a global “regulatory gravitational field” around the European model. At the same 

time, alternative regulatory blocs are forming: the American (more oriented toward 

self-regulation and industry standards) and the Chinese (focused on algorithmic 

management and national security). This fragmentation of the global regulatory 

landscape creates risks for countries without a strong regulatory tradition, such as 

Uzbekistan, which are forced to choose between competing models (Bradford, 2023; 

OECD, 2023b). 

The potential economic consequences of European regulatory protectionism in 

AI manifest in several aspects. First, additional compliance costs, which OECD 

estimates at 100,000 to 300,000 euros for a single high-risk AI system, are 

significantly higher for non-European companies due to the need to adapt to an 

unfamiliar regulatory environment. Second, market entry delays associated with 

certification procedures are projected at 3–6 months for European companies and 6–

12 months for non-European ones, which is critical in the highly competitive AI field. 

Third, market fragmentation: companies are forced to develop separate product 

versions for the European market or abandon it altogether, as seen after the GDPR, 

when about 30% of non-European companies restricted their services’ availability in 

the EU. Economic modeling by the Institute for Global Economics shows that the AI 

Act could lead to a 15–20% decrease in the share of non-European companies in the 

EU AI market by 2030, especially in high-risk sectors such as healthcare, transport, 

and finance. At the same time, European companies may gain a temporary competitive 

advantage due to faster adaptation and access to EU support programs. The long-

term effects are less clear: on the one hand, protection from external competition 

may reduce innovation pressure on European companies; on the other, high safety 
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and ethical standards may stimulate the creation of higher-quality and more 

sustainable AI systems in global demand (OECD, 2023b). 

Based on the analysis of European experience and its potential protectionist 

effects, recommendations for Uzbekistan have been developed to maximize the 

benefits of complying with international standards while minimizing the risks of 

excessive regulatory dependence. The first recommendation is to develop a national 

AI strategy considering the European approach but adapted to the national context. 

The strategy should include a risk-based regulatory approach with prioritization of 

areas critical to national security and social welfare, and a more flexible approach to 

low-risk sectors (Ismailov, 2023). The second recommendation is to create voluntary 

certification procedures for AI systems according to European standards for export-

oriented companies. This measure will allow Uzbek developers to prepare for 

European market requirements without creating excessive regulatory burdens for the 

domestic sector. The third recommendation is to implement regulatory cooperation 

mechanisms with the EU, including participation in technical assistance programs, 

expert exchanges, and potential mutual recognition of certification. The fourth 

recommendation is to develop domestic regulatory approaches considering national 

specifics in areas where European standards may be excessive or unsuitable. This 

includes developing sectoral guidelines for priority industries such as agriculture, 

textiles, and tourism, considering the specific risks and opportunities for AI 

application in these sectors (Karamyan, 2024). 

The analysis of the protectionist aspects of the European AI Act reveals a 

fundamental contradiction between the desire to establish global standards for safety 

and ethics in AI and the creation of de facto advantages for local players. For 

Uzbekistan, which is at the stage of forming its own AI strategy, this contradiction 

presents both challenges and opportunities. On the one hand, the abstract 

requirement to comply with “European values” can create unjustified barriers for AI 

systems developed with different cultural and social contexts in mind. On the other 

hand, active participation in the emerging global AI regulatory system at an early 

stage can allow Uzbekistan to influence its development and ensure the interests of 

developing economies are considered (World Economic Forum, 2023). The key 

challenge is to find a balance between integration into global value chains, which 

requires compliance with international standards, and maintaining regulatory 

autonomy necessary to support national strategic interests and cultural 

characteristics. 

The proposed recommendations aim to create a “smart” adaptation strategy, 

allowing Uzbekistan to avoid the extremes of fully adopting the European model or 

complete isolation from global standards. A selective approach to compliance with 

European norms in export-oriented sectors while maintaining flexibility for the 

domestic market minimizes the economic costs of regulatory protectionism and 

simultaneously reaps the benefits of integration into the global AI ecosystem. At the 

same time, it is critically important to synchronize regulatory efforts with the 

development of technical capacity and human capital in AI through targeted 
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educational programs and research initiatives. This will not only enable adaptation to 

external standards but also build expertise to develop regulatory approaches that 

meet Uzbekistan’s national needs and priorities (Ahmedov, 2023). 

The study confirms the presence of protectionist elements in the European AI 

Act, manifested through extraterritorial effects, asymmetry of regulatory costs, 

subjective criteria for compliance with European values, and mechanisms supporting 

local players. At the same time, the European model of risk-based regulation, 

focusing on safety and ethical aspects of AI, offers valuable experience for creating 

a balanced regulatory framework in other jurisdictions. The recommendations for 

Uzbekistan, including the development of a national strategy considering international 

practices, the creation of voluntary certification mechanisms, the development of 

regulatory cooperation with the EU, and the formation of domestic approaches 

considering national specifics, provide a foundation for integration into the global AI 

ecosystem while maintaining regulatory autonomy (Muller & Schmidt, 2024). 

The implementation of these recommendations will allow Uzbek companies 

working in AI to access the European market and international partnerships while 

developing solutions adapted to national priorities. In the long term, a balanced 

approach to AI regulation, combining elements of the European model with local 

context, may become Uzbekistan’s competitive advantage in the region, positioning 

the country as a “bridge” between different regulatory models and markets. An 

important element of successful implementation is the continuous monitoring of global 

regulatory trends and proactive participation in international AI regulation forums, 

enabling timely adaptation of the national strategy to the changing global technology 

governance landscape (Deloitte, 2023). 
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The internet governance model that emerged in the 1990s and early 2000s, 

based on a multistakeholder approach and minimal state intervention, faces 

unprecedented challenges today. On one hand, escalating geopolitical tensions and 

competition among major powers lead to strengthened sovereign approaches to 

cyberspace regulation. On the other hand, the technological evolution of the internet, 

including the development of the Internet of Things, cloud computing, and artificial 

intelligence, requires new models of governance and coordination. According to the 

Institute for Global Analysis "Vision and Global Trends" (Rome), over the past five 

years, the number of national laws regulating various aspects of the internet has 

increased by 117%, reflecting states' desire to establish sovereign control over digital 

space (Graziani, 2023). Simultaneously, fragmentation of global internet governance 

is observed. While in 2005, relative consensus on basic governance principles was 

achieved at the World Summit on the Information Society, today competing blocks 

with their own approaches to cyberspace regulation are forming. Under these 

conditions, for Uzbekistan, which is implementing an ambitious digital transformation 

program and striving to strengthen its position in the regional and global digital 

economy, it is critically important to form a strategic approach to participation in 
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cyber governance processes. Such an approach should ensure a balance between 

protecting national interests and integrating into the global digital space, considering 

both technological and geopolitical aspects of internet evolution. 

The research is based on comparative analysis of the evolution of internet 

governance approaches in various geopolitical contexts. The analysis covers the 

period from 2005 (World Summit on the Information Society) to 2024, with particular 

focus on transformations after 2018, when global governance fragmentation 

processes accelerated. Internet governance models in various jurisdictions are 

examined, including the multistakeholder approach characteristic of Western 

democracies, the state-centric model promoted by Russia and China, and hybrid 

approaches implemented in Southeast Asian countries. For structuring the 

comparative analysis, the conceptual framework "Cyber Governance Matrix" 

developed by the Institute for Global Analysis was used, allowing classification of 

approaches along two key dimensions: degree of state control and level of 

international coordination (Institute for Global Analysis, 2023). The analysis was 

based on official documents from international organizations (ITU, ICANN, UN), 

national cybersecurity and digital development strategies, and current research in the 

field of global internet governance. 

The inductive method was applied to analyze specific cases of internet 

governance transformation and development of new institutional mechanisms. Cases 

studied included ICANN reform and the end of US government oversight (2016), 

creation of the UN Digital Compact (2023), formation of regional cyber governance 

mechanisms (ASEAN Digital Ministers' Meeting, African Union Cybersecurity Expert 

Group), and national "sovereign internet" models (Benvenuti, 2023). Analysis of these 

cases revealed key trends in cyber governance evolution: strengthening the role of 

nation-states, regionalization of coordination mechanisms, technological 

fragmentation of the internet, and growing influence of non-state actors, including 

technology corporations. Based on identified trends, recommendations were 

formulated for Uzbekistan, considering both the global context and regional 

specificity of Central Asia and national priorities for the country's digital 

development. 

The evolution of internet governance models demonstrates a fundamental shift 

from the decentralized multistakeholder approach that dominated the early period to 

a more fragmented system with strengthened state roles. The research identified four 

key stages of this evolution. The first stage (1990s-2005) was characterized by 

technocratic governance through organizations such as IETF and ICANN, with 

minimal state participation and dominance of the American approach to self-

regulation. The second stage (2005-2016) was marked by the formation of 

multistakeholder consensus at the World Summit on the Information Society and 

development of the Internet Governance Forum (IGF) as a global platform for dialogue 

among various stakeholders. The third stage (2016-2020) was marked by the 

completion of formal US government oversight of ICANN and the beginning of 

geopolitical fragmentation of governance, with the formation of competing blocks and 
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strengthening of national regulation. The fourth, current stage (from 2020) is 

characterized by deep technological and regulatory fragmentation, formation of 

regional approaches to cyber governance, and attempts to restore global dialogue 

through new mechanisms such as the "Global Digital Compact" proposed by the UN 

in 2023 (United Nations, 2023). This evolution reflects a fundamental contradiction 

between the global nature of the internet, requiring coordinated governance, and 

states' growing desire to establish sovereign control over digital space. According to 

Freedom House data, over the past five years, 67 countries have adopted laws 

substantially expanding state control over national internet segments, including data 

localization requirements, content filtering, and cryptography regulation, indicating 

strengthening "sovereignization" of cyberspace. 

Challenges to the multistakeholder approach in the modern geopolitical context 

manifest in several key dimensions. First, this is a legitimacy crisis: traditional 

internet governance institutions such as ICANN, IETF, and W3C face criticism both 

from authoritarian regimes viewing them as instruments of Western influence and 

from developing countries pointing to insufficient inclusiveness of decision-making 

processes. According to research by Simon Benvenuti, only 27% of delegates at IETF 

meetings in 2022 represented Global South countries, despite these countries 

comprising more than 70% of internet users (Benvenuti & Rossi, 2023). Second, this 

is an effectiveness problem: the multistakeholder approach based on consensus 

among diverse participants demonstrates limited ability to respond promptly to new 

challenges such as cyber threats, disinformation, and abuse of dominant positions by 

technology giants. Third, this is the problem of relationship with national sovereignty: 

the very concept of multistakeholder governance implies delegating part of sovereign 

powers to international and non-state actors, which conflicts with modern trends 

toward strengthening state control. Fourth, this is the technological transformation of 

the internet: the development of cloud computing, platform ecosystems, and closed 

applications creates new levels of digital space governance, often inaccessible to 

traditional coordination mechanisms. The example of the European Union is 

noteworthy, which, despite commitment to the multistakeholder approach, actively 

develops its own "digital sovereign space" through initiatives such as the Digital 

Services Act, Digital Markets Act, and Data Governance Act, establishing specific 

rules for digital platforms operating in the European market. 

The role of nation-states in global cyber governance has substantially 

transformed over the past decade, demonstrating a trend toward "state return" to 

digital space. The research identified four main models of state participation in cyber 

governance. The first model, "digital liberalism," characteristic of the US, UK, and 

Scandinavian countries, combines commitment to the multistakeholder approach with 

active protection of national interests through economic and diplomatic instruments. 

The second model, "digital regulatorism," implemented by the European Union, 

focuses on creating a comprehensive regulatory framework for digital space, 

establishing standards that become global through market mechanisms (the "Brussels 

Effect"). The third model, "digital sovereignty," promoted by Russia, China, and 
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several Middle Eastern countries, assumes maximum state control over the national 

internet segment and promotion of a state-centric model in the international arena 

(DeNardis & Raymond, 2023). The fourth model, "pragmatic regional approach," 

characteristic of India, Brazil, and Indonesia, combines elements of all three previous 

models, adapting them to regional context and development priorities. Competition 

among these models creates a complex landscape for countries forming their position 

in global cyber governance, such as Uzbekistan. Notably, even traditional supporters 

of the multistakeholder approach increasingly turn to state regulation instruments: in 

2023, 18 of 27 OECD member countries adopted laws expanding state powers in 

digital space, including content regulation, data protection, and cybersecurity. This 

reflects recognition of the limitations of self-regulation and the multistakeholder 

approach in solving modern digital space problems such as disinformation, 

cybercrime, and digital market monopolization. 

The impact of internet fragmentation on international law manifests in the 

formation of parallel and often conflicting legal regimes for digital space. The 

research identified three levels of this fragmentation. At the technical level, the 

internet is being divided into partially isolated segments through filtering 

mechanisms, data localization, and creation of national technical standards. At the 

legal level, different regulatory regimes for key aspects of digital space are forming, 

such as data protection, cybersecurity, digital trade, and content. At the strategic 

level, competing visions of the internet's future emerge, from "open and free" to 

"sovereign and secure" (Abdullaev, 2023). This multi-level fragmentation creates 

serious challenges for international law, which traditionally strives for universality 

and harmonization. In response to these challenges, three main trends in international 

cyber law development are observed. First, this is regionalization of legal regimes: 

formation of regional approaches to digital space regulation, such as European (GDPR, 

DSA/DMA), Eurasian (within EAEU), Asia-Pacific (within ASEAN), and African 

(Malabo Convention). Second, this is sectoral fragmentation: development of 

specialized legal regimes for separate aspects of digital space (cybersecurity, 

electronic commerce, data protection) without their systematic integration. Third, this 

is "soft harmonization": attempts to overcome fragmentation through mechanisms of 

mutual recognition, regulatory cooperation, and technical standardization without 

creating a binding global regime. For Uzbekistan, this situation creates both 

challenges related to the need to navigate a complex legal landscape and 

opportunities for strategic positioning in emerging regional and global legal regimes. 

Based on analysis of international experience and trends in cyber governance, 

specific recommendations for adaptation by Uzbekistan have been developed. The 

first recommendation involves forming a comprehensive national position on key 

cyber governance issues, including the balance between the multistakeholder 

approach and protection of digital sovereignty, attitude toward various models of 

content, data, and infrastructure regulation, and priorities in international cooperation 

(Kariev, 2024). This position should be formulated as an official document approved 

at the highest level and aligned with the country's overall digital development 
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strategy. The second recommendation involves creating a permanent interagency 

commission on internet policy issues under the Cabinet of Ministers, uniting 

representatives of all interested agencies (Ministry for Development of Information 

Technologies and Communications, Ministry of Foreign Affairs, security agencies, 

relevant parliamentary committees) to ensure coherence of the national position and 

effective interagency interaction. The third recommendation involves intensifying 

Uzbekistan's participation in regional and international internet governance forums, 

including creating a national internet governance forum (Uzbekistan IGF) modeled 

after similar forums in other countries, expanding representation in technical bodies 

(ICANN, IETF, IEEE), and active diplomatic work within the UN, ITU, and regional 

organizations (Benkler, 2024). The fourth recommendation relates to developing a 

multistakeholder approach at the national level through creating mechanisms for 

regular interaction between the state and the technical community, business, 

academic circles, and civil society on internet development and regulation issues, 

including public consultations in legislation development, joint working groups, and 

information platforms. 

Expected effects from implementing the proposed recommendations include 

strengthening Uzbekistan's position in global cyber governance processes, ensuring 

protection of national interests while preserving global internet advantages, 

increasing resilience of the national internet segment, and improving inter-

institutional interaction in cyber policy. According to expert assessments, 

implementing the proposed measures could increase Uzbekistan's influence index in 

global cyber governance from the current indicator of 0.27 to 0.45 (on a scale from 

0 to 1) within five years, corresponding to the average indicator for countries with 

developing digital economies (International Telecommunication Union, 2023). The 

experience of countries such as Estonia, Singapore, and Brazil demonstrates that 

consistent and active policy in cyber governance allows medium-sized countries to 

exert significant influence on global processes, provided there is a clear national 

strategy, effective coordination between agencies, and active participation in 

international forums. Of particular importance for Uzbekistan is the opportunity to 

become a regional leader in Central Asia in forming approaches to cyber governance, 

which corresponds to the country's general course toward regional leadership and 

integration. Implementing the proposed recommendations will also create a 

foundation for more effectively overcoming potential problems, including insufficient 

international representation, contradictions between the sovereign approach and the 

global nature of the internet, limited influence on global decisions, and insufficient 

capacity for analyzing global trends.  

Analysis of the evolution of internet governance models demonstrates a 

fundamental contradiction between the global nature of the network and growing 

desire for national control, creating serious challenges for countries striving to 

determine their position in this transforming system. For Uzbekistan, at the stage of 

active digital transformation, it is critically important to find a balance between 

integration into the global digital space, necessary for economic development and 
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technological modernization, and protection of national interests, including digital 

sovereignty, cultural identity, and cybersecurity (Nishanov, 2023). The proposed 

recommendations aim to form such a balanced approach, adapted to Uzbekistan's 

unique geopolitical position between various centers of digital power (EU, Russia, 

China) and considering national development priorities. Of particular importance is 

developing "smart" multi-vector digital diplomacy, allowing the country to derive 

benefits from cooperation with various partners without excessive dependence on 

any single approach or model. 

It should be noted that implementing the proposed recommendations may face 

several challenges, including insufficient international representation of Uzbekistan 

in key cyber governance bodies, limited resources for active international policy in 

the digital sphere, the need to balance between various geopolitical centers, and 

limited experience with multistakeholder governance at the national level (Mueller, 

2023). To overcome these challenges, a comprehensive approach is necessary, 

including creating a specialized diplomatic corps on digital issues, developing flexible 

policy based on balance of interests, forming regional coalitions and alliances to 

strengthen negotiating positions, and creating an analytical center on cyber 

governance issues to strengthen national expertise. The experience of countries such 

as Singapore and Estonia shows that even with limited resources, effective 

positioning in global cyber governance is possible provided strategic focus, 

consistency, and development of specialized competencies. 

The conducted research confirms that the classical internet governance model 

based on the multistakeholder approach and minimal state intervention is undergoing 

fundamental transformation under the influence of geopolitical and technological 

changes. The formation of a new global cyber governance system occurs under 

conditions of competition among different approaches, from liberal 

multistakeholderism to the state-centric model of "digital sovereignty," creating a 

complex and dynamic environment for determining national position (World Economic 

Forum, 2024). For Uzbekistan under these conditions, it is critically important not 

merely to react to external trends but to form a proactive strategy for participation 

in cyber governance processes, ensuring both protection of national interests and 

integration into global digital space. The proposed recommendations, including 

forming a national position on key issues, creating an interagency coordination 

mechanism, intensifying international participation, and developing a multistakeholder 

approach at the national level, create a foundation for such a strategy. 

Implementing these recommendations will allow Uzbekistan to strengthen its 

position in global and regional cyber governance processes, ensure protection of 

national interests in digital space, and create favorable conditions for developing the 

national digital economy in the context of global competition. The long-term vision 

of this strategy should focus on transforming Uzbekistan into a regional center of 

competence on cyber governance issues in Central Asia, capable not only of 

effectively adapting to global trends but also of making a significant contribution to 

forming international norms and standards in the digital sphere (Van Eeten & Mueller, 
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2023). Such an approach corresponds to the country's overall strategy of 

strengthening regional leadership and intensifying international cooperation and 

requires systematic development of institutional, expert, and diplomatic capacity in 

internet governance and digital policy in general. Under conditions of continuing 

transformation of the global cyber governance system, key success factors for such 

a strategy will be flexibility, strategic foresight, and the ability to effectively balance 

between various international partners and approaches. 
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The article examines the impact of artificial intelligence on international tax 

law and administration. The impact of AI on digital economy taxation, application of 

machine learning systems in tax compliance and administration, problems of taxing 

income generated by AI systems, and cross-border aspects of AI application in tax 

sphere are analyzed. Recommendations for Uzbekistan are proposed, including 

modernization of tax legislation considering digital business models, implementation 

of AI systems in tax administration, development of digital assets taxation 

methodology, and participation in international initiatives. Results demonstrate 

potential for increasing tax collection and creating competitive conditions for digital 

innovations. 

The convergence of artificial intelligence and international taxation creates 

unprecedented challenges and opportunities for tax systems worldwide. On one hand, 

AI transforms traditional business models, blurring boundaries between jurisdictions 

and creating new forms of economic activity that are difficult to fit into existing tax 

concepts. On the other hand, AI technologies provide tax administrations with 

powerful tools to enhance tax collection efficiency, detect evasion, and ensure 

compliance. According to OECD data, in 2023, 67% of tax authorities in member 

countries began implementing advanced AI-based analytical systems, which 

increased detection of tax non-compliance cases by 34% and reduced administrative 

costs by 21% (OECD, 2023). Simultaneously, the global nature of AI platforms creates 

new opportunities for aggressive tax planning: according to a University of Gdańsk 

study, 82% of international AI companies use complex cross-border structures 

allowing tax burden minimization, leading to annual global tax revenue losses of 

approximately 240 billion dollars (Juchnevičius & Vysotskaya, 2023). In this context, 

OECD initiatives to counter base erosion and profit shifting (BEPS), including the 

digital economy taxation project (Pillar One and Pillar Two), acquire particular 

relevance. For Uzbekistan, actively integrating into the global digital economy and 

developing its own AI sector, it is critically important to adapt tax legislation and 

practices to new realities, ensuring balance between attracting investment in high-

tech industries and protecting the national tax base. 
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The research methodology is based on comparative analysis of different 

jurisdictions' approaches to taxation of AI-related activities and use of AI 

technologies in tax administration. The study covers tax systems of OECD countries, 

EU, and leading Asian economies (China, Singapore, South Korea) and emerging 

markets. Special attention is paid to analyzing innovative approaches, such as 

Estonia's model of taxing only distributed profits, Singapore's tax incentive system 

for AI research, and France's digital tax. To structure the comparative analysis, the 

OECD BEPS Action Framework analytical matrix was used, allowing classification of 

national approaches to key aspects of digital economy taxation, including permanent 

establishment, transfer pricing, intangible assets taxation, and anti-abuse 

mechanisms (OECD, 2023). Additionally, scientific publications and analytical reports 

on AI's impact on tax systems were analyzed, with special focus on works by leading 

experts in international tax law, such as Juchnevičius E. and Kokott J. 

The inductive method was applied to analyze specific cases of AI use in tax 

administration and tax planning. Cases such as the CONNECT system implementation 

in the UK Tax Service, ICARUS platform in Ireland, TA-Ase analytical system in 

Estonia, and "Smart Taxation" project in Singapore were studied (Aziz & Krishna, 

2023). Analysis of these cases revealed key patterns of AI use for enhancing tax 

administration efficiency, including predictive analytics for risk identification, 

automation of tax return processing, anomaly detection systems in tax behavior, and 

advanced transfer pricing analysis tools. Cases of international AI companies' 

structuring (including Google DeepMind, OpenAI, Anthropic) were also analyzed to 

identify typical tax planning schemes in the AI sector and their potential impact on 

tax base erosion. Based on identified patterns, recommendations for Uzbekistan were 

formulated, considering both international experience and specifics of the national 

tax system and digital economy. 

The impact of AI on international digital economy taxation manifests in 

fundamental transformation of concepts underlying tax rights distribution between 

jurisdictions. Traditional principles of international tax law, based on physical 

presence (permanent establishment) and direct connection between value creation 

and geographic location, lose relevance in AI economy conditions. The study revealed 

formation of three main approaches to adapting international taxation to digitalization 

and AI challenges. The first approach, promoted by OECD through the BEPS 2.0 

project, involves distributing tax rights based on a formula considering not only 

physical presence but also "significant economic presence," including digital user 

interactions. The second approach, implemented in individual jurisdictions such as 

France, Italy, and India, is based on introducing special digital services taxes (DST) 

aimed at taxing large digital platforms' revenue (European Commission, 2022). The 

third approach, practiced by Singapore and Estonia, focuses on creating favorable tax 

conditions to attract AI companies while ensuring tax neutrality between traditional 

and digital business models. Analysis of these approaches' effectiveness shows that 

unilateral measures (DST) create risks of double taxation and trade conflicts, while 

multilateral initiatives (BEPS 2.0) face problems of political consensus and technical 
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implementation. Notably, the most successful examples of tax systems adaptation to 

AI economy are demonstrated by countries combining participation in international 

initiatives with development of specialized national approaches considering their 

economy's specifics and strategic priorities. 

Application of AI and machine learning in tax administration and compliance 

demonstrates revolutionary potential for improving tax systems' efficiency. The study 

identified four key directions of tax administration transformation under AI influence. 

The first direction is predictive analytics for identifying tax evasion risks. Machine 

learning systems, such as HMRC Connect in the UK and ATLAS system in Germany, 

analyze patterns in tax returns, transactions, and external data to identify anomalies 

and signs of potential abuse. These systems' effectiveness is impressive: in the UK, 

Connect implementation increased tax violations detection by 40% while reducing 

audit costs by 24% (HM Revenue & Customs, 2023). The second direction is 

automation of routine tax return and taxpayer request processing. AI systems, such 

as Australia's ATO Alex and Singapore's IRAS Virtual Assistant, provide automatic 

return verification, error detection, and standard request processing, reducing 

administrative costs and improving process accuracy. The third direction is advanced 

transfer pricing analysis and international company structures. Machine learning 

algorithms can analyze complex corporate structures, financial flows, and related 

party transactions, identifying aggressive tax planning cases with accuracy 

unavailable to traditional methods. The fourth direction is real-time tax process 

integration through continuous transaction monitoring systems. An example of this 

approach is Estonia's X-Road system, integrating data from various government and 

private sources to ensure real-time tax compliance. These innovations not only 

improve tax administration efficiency but also create prerequisites for fundamental 

transformation of relationships between tax authorities and taxpayers, shifting focus 

from post-factum audits to violation prevention and cooperative compliance 

assurance. 

The problem of taxing income generated by AI systems becomes increasingly 

relevant as such systems' autonomy and economic significance grow. The study 

identified three key aspects of this problem. First, qualification of AI system income 

for tax purposes: should it be treated as service income, royalties for intellectual 

property use, or a special income category? Analysis of various jurisdictions' 

practices shows lack of consensus: the US tends to treat such income as royalties, 

the EU as service income, while Singapore develops a special category of "automated 

system income" (Lee-Makiyama & Verschelde, 2023). Second, the problem of 

distributing tax rights on income generated by global AI systems that can process 

data, make decisions, and create value simultaneously in several jurisdictions. Third, 

taxation of AI-generated works and innovations, including issues of taxing intellectual 

property created with AI help. Notably, some jurisdictions begin developing 

innovative approaches to these challenges: South Korea introduced the concept of 

"digital permanent establishment" considering computational power and algorithms, 

while Estonia tests a "distributed value taxation" model distributing tax rights based 
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on a combination of factors including developer location, data, computational power, 

and AI system users. These innovations point to formation of a new international 

taxation paradigm beyond traditional concepts and adapted to AI economy realities. 

Cross-border aspects of AI application in tax sphere create both new 

challenges and opportunities for international tax cooperation. The study identified 

three key dimensions of this problem. First is cross-border tax information exchange 

using AI systems. OECD initiatives such as Common Reporting Standard (CRS) and 

Automatic Exchange of Information (AEOI) receive new development through AI 

application for analyzing huge data arrays, identifying inconsistencies, and identifying 

beneficial owners of complex structures. Pilot projects such as OECD Tax 

Transparency Analytics Platform demonstrate that AI systems can improve 

international tax information exchange efficiency by 56% while simultaneously 

reducing false positives by 32% (OECD, 2023). The second dimension is the problem 

of digital tax sovereignty and extraterritorial application of tax laws. National tax 

authorities face the challenge of regulating globally functioning AI systems with 

limited jurisdictional control capabilities. This leads to development of new forms of 

international tax cooperation, such as multilateral tax audits and joint analytics 

platforms. The third dimension is harmonization of tax approaches to AI at 

international level. Lack of agreed standards creates risks of tax competition, double 

taxation, and regulatory arbitrage. In response to these challenges, OECD within the 

"Tax Certainty" initiative develops recommendations for harmonizing tax approaches 

to AI, including standardizing AI system classification for tax purposes, transfer 

pricing assessment approaches for AI assets, and model tax treaty provisions for 

digital economy. 

Based on analysis of international experience and trends, specific 

recommendations for adapting Uzbekistan's tax system to AI challenges and 

opportunities were developed. The first recommendation provides for tax legislation 

modernization considering digital business models, including introducing the concept 

of "significant economic presence" for determining tax jurisdiction and developing 

methodology for taxing AI system and digital service income (Yusupov, 2023). It is 

proposed to supplement the Tax Code of the Republic of Uzbekistan with a new 

chapter "Digital Economy Taxation" defining specific concepts, taxable presence 

criteria, and tax base assessment methods for digital business models. The second 

recommendation involves implementing AI systems to improve tax administration 

efficiency, including creating an analytical platform for identifying tax risks, 

automating return processing, and developing AI-based taxpayer support systems. A 

three-year digital transformation program for Uzbekistan's tax administration is 

proposed with phased implementation of various AI components and necessary staff 

training. The third recommendation involves developing methodology for taxing 

digital assets and services, including cryptocurrencies, tokenized assets, and AI-

generated content, considering international standards and best practices (Abdullaev, 

2023). The fourth recommendation relates to Uzbekistan's active participation in 

international digital economy taxation initiatives, including joining the BEPS project, 
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developing bilateral and multilateral tax information exchange mechanisms, and 

participating in forming regional approaches to digital economy taxation within CIS 

and SCO frameworks. 

The expected effect from implementing proposed recommendations includes 

increasing tax collection in Uzbekistan's digital economy sector, reducing 

administrative burden on business through automation, preventing tax base erosion 

in digital economy, and creating competitive tax conditions for digital innovations. 

According to expert estimates, implementing the proposed measures complex can 

increase tax revenues from the digital sector by 28-35% within three years, reduce 

tax administration costs by 15-20%, and increase tax compliance level by 25-30% 

(Deloitte, 2023). Experience of countries like Estonia, where implementing digital tax 

tools reduced shadow economy by 6.5% of GDP over five years, and Singapore, where 

the Smart Nation Transformation program increased tax collection by 21% while 

reducing administrative costs by 32%, demonstrates significant potential of proposed 

innovations. Of particular importance for Uzbekistan is the possibility of 

"leapfrogging" – implementing advanced tax approaches while bypassing development 

stages characteristic of developed economies, which can become a competitive 

advantage in attracting investment in high-tech industries. However, it is important 

to consider potential challenges in implementing proposed recommendations, 

including difficulty in determining tax jurisdiction in digital economy, risk of 

discrimination when using AI in tax administration, lack of international consensus on 

digital economy taxation, and technological limitations of tax authorities. 

Analysis of AI's impact on international tax law demonstrates a fundamental 

shift in taxation foundations, requiring not just adjustment of existing rules but 

development of a new conceptual paradigm. Traditional international taxation 

principles, formulated by the League of Nations in the 1920s and based on physical 

presence and geographic value attachment, become increasingly inadequate in a 

world where AI systems create value in virtual space distributed among multiple 

jurisdictions (Cockfield, 2023). For Uzbekistan, striving to integrate into the global 

digital economy and develop the national AI sector, this shift creates both challenges 

and opportunities. On one hand, there is risk of tax base erosion by international AI 

companies using complex tax planning schemes. On the other hand, a window of 

opportunity opens to create an innovative tax system adapted to AI economy realities 

and capable of attracting investment in high-tech industries. Proposed 

recommendations aim to find balance between these tasks, combining elements of 

global standards with consideration of national specifics and development priorities. 

The question of Uzbekistan's tax administration technological potential for 

implementing AI systems deserves special attention. Experience of countries 

successfully implementing AI in tax administration shows that the key success factor 

is not so much technical infrastructure as human capital and organizational 

transformation (Olimov, 2024). For effective implementation of proposed 

recommendations, a comprehensive IT competency development program for tax 

authorities is necessary, including staff training in analytical methods, machine 
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learning basics, and big data work. Organizational transformation is also critically 

important, involving creation of specialized analytical units, implementation of flexible 

project management methods, and development of innovation and continuous 

learning-oriented culture. Combining technological innovations with human capital 

development and organizational transformation will create a solid foundation for 

successful adaptation of Uzbekistan's tax system to AI economy challenges and 

opportunities. 

The conducted research confirms that artificial intelligence's impact on 

international tax law manifests in two key dimensions: transformation of taxation 

object, including emergence of new forms of value creation and business models, and 

revolution in tax administration tools. Under these conditions, Uzbekistan needs a 

comprehensive approach to adapting the national tax system, combining legislation 

modernization considering digital business models, AI system implementation in tax 

administration, development of digital assets taxation methodology, and active 

participation in international initiatives (Valente, 2023). Such an approach will not 

only protect the national tax base under digital transformation conditions but also 

create a favorable tax environment for innovative economy sectors development. 

Implementation of proposed recommendations should be carried out in stages, 

considering administrative capacity of tax authorities, digital economy development 

level, and Uzbekistan's international obligations. The first stage should focus on 

creating necessary regulatory framework and developing tax administration 

technological potential. The second stage involves implementing AI systems in key 

tax administration processes and expanding international cooperation in tax sphere. 

The third stage should be directed at comprehensive integration of Uzbekistan's tax 

system into global digital economy taxation architecture (World Bank, 2023). Such a 

phased approach will ensure sustainable transformation of the country's tax system 

and its readiness for digital age challenges, contributing to both protection of national 

fiscal interests and creation of favorable conditions for technological innovations and 

economic growth in the long term. 
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This study investigates the transformation of Turkey's financial regulation in 

the context of digitalization, analyzing the regulatory framework for the fintech 

industry, the balance between innovation and financial stability, as well as regulatory 

approaches to crypto assets and CBDC. Based on the Turkish experience, 

recommendations for Uzbekistan are proposed, including the creation of a fintech unit 

in the Central Bank following the Turkish model, implementation of regulatory 

sandbox, development of a crypto asset regulation strategy, and formation of a 
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working group on digital som. The results demonstrate the potential of these 

measures for fintech sector development while maintaining financial stability and 

increasing financial services accessibility. 

The financial sector of Turkey has undergone radical transformation over the 

past decade under the influence of digitalization, which has affected all aspects of the 

financial system – from the banking sector and payment services to capital markets 

and insurance. This process has been accompanied by corresponding evolution of 

financial regulation, striving to find a balance between supporting innovation and 

ensuring financial stability. The Turkish experience is of particular interest due to its 

similarity with Uzbekistan across several parameters: both states are emerging 

markets with predominantly Muslim populations, are located at the intersection of 

various cultural and economic regions, have similar demographic profiles, and 

historically high share of cash transactions. According to the Turkish FinTech 

Association, during the period 2018-2023, the volume of fintech investments in 

Turkey grew from 23 million to 264 million US dollars, the number of fintech startups 

increased from 95 to 379, and the penetration of digital financial services reached 

72% of the adult population (Turkish FinTech Association, 2023). In response to these 

transformations, the Central Bank and Capital Markets Board of Turkey developed a 

comprehensive regulatory framework, including the Payment Services and Electronic 

Money Law of 2020, the Digital Banks Regulation of 2021, and the Crypto Assets 

Regulation of 2022. Analysis of the Turkish experience in regulating digital finance 

presents high practical value for Uzbekistan, which is at a similar stage of financial 

sector development and strives to stimulate financial innovation while maintaining 

stability and protecting consumers. 

The research methodology is based on comparative analysis of the Turkish 

model of digital finance regulation with approaches of other jurisdictions, including 

the EU (MiCA Regulation, PSD2), the United Kingdom (FCA Regulatory Sandbox), 

Singapore (Payment Services Act), and the UAE (ADGM FinTech Regulatory 

Framework). The analysis covers normative acts, regulatory guidelines, strategic 

documents, and institutional structures created for regulating the fintech sector. For 

structuring the comparative analysis, the World Bank's Global FinTech Regulatory 

Rapid Assessment Tool analytical framework was used, evaluating regulatory 

regimes across six key dimensions: innovative approach, regulatory perimeter, 

market entry requirements, consumer protection, infrastructure, and supervisory 

capacity (World Bank, 2022). Special attention was paid to analyzing the Central Bank 

of Turkey's regulatory sandbox (BISTECH Regulatory Sandbox) and the digital lira 

initiative, comparing them with similar mechanisms in other jurisdictions and 

evaluating their effectiveness in stimulating innovation while controlling risks. 

The inductive method was applied to analyze specific cases from Turkish 

practice of fintech sector regulation. Cases such as the creation of the innovation hub 

at the Istanbul Stock Exchange (Borsa Istanbul Innovation Hub), implementation of 

the instant payment system FAST, regulation of neobanks Enpara and InMoney, as 

well as development of the digital Turkish lira were studied (Central Bank of the 
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Republic of Turkey, 2023). Analysis of these cases revealed key success factors of 

the Turkish model, including active private sector participation in regulation 

development, phased approach to innovation implementation, adaptation of 

international standards to local conditions, and balancing between Islamic financial 

principles and modern technologies. Based on identified patterns, recommendations 

for Uzbekistan were formulated, considering both Turkish experience and the 

specifics of the Uzbek financial market and regulatory system. 

The transformation of Turkey's financial regulation under digitalization 

conditions demonstrates evolution from reactive to proactive approach. The study 

identified three main stages of this transformation. The first stage (2014-2018) was 

characterized by targeted response to emerging new financial technologies, 

predominantly through adaptation of existing normative acts and issuance of 

clarifications (for example, the Capital Markets Board Circular on crowdfunding of 

2016). The second stage (2018-2021) was marked by development of specialized 

normative acts for the fintech sector, including the Payment Services and Electronic 

Money Law, largely following the European PSD2 directive but considering Turkish 

specifics. The third, current stage (from 2021) is characterized by an integrated 

approach, combining fintech regulation with broader digital transformation and 

financial inclusion initiatives (Karakaş & Demirel, 2023). Notably, at each stage of 

transformation, regulators strived for balance between international standards and 

national specificity. For example, Turkish open banking regulation adapted the 

European API model, adding additional cybersecurity requirements and specifying 

data exchange standards considering the peculiarities of the local banking system. A 

key feature of the Turkish model is institutional architecture based on close 

coordination between the Central Bank, Capital Markets Board, Banking Regulation 

and Supervision Agency (BDDK), and Turkish Banks Association. In 2020, a Financial 

Technologies Coordination Council was created, uniting representatives of all 

regulators, as well as experts from the private sector and academic community, 

ensuring consistency of regulatory approaches and consideration of various 

perspectives in developing normative acts. 

The legal foundations of the fintech industry in Turkey are formed through a 

multi-level regulatory framework combining framework laws, sectoral regulations, 

and specialized guidelines. At the top level are three key laws: the Payment Services 

and Electronic Money Law of 2020, the Banking Law (with 2021 amendments 

concerning digital banking), and the Capital Markets Law (with 2022 amendments 

regulating crowdfunding and asset tokenization). At the second level are secondary 

legislation issued by regulators: the Digital Banks Regulation of the Banking 

Regulation Agency, Cybersecurity Guidelines for Financial Institutions of the Central 

Bank, and Crowdfunding Platforms Regulation of the Capital Markets Board (Banking 

Regulation and Supervision Agency of Turkey, 2022). The third level comprises 

regulatory guidelines, technical standards, and recommendations detailing practical 

aspects of legislation application. A distinctive feature of the Turkish model is active 

use of "regulatory sandboxes" – controlled environments for testing innovative 
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financial products. Since 2019, the BISTECH Regulatory Sandbox operates under the 

Central Bank, through which 87 fintech projects were tested, of which 63% received 

approval for market entry. In 2021, an additional "sandbox" was created under the 

Capital Markets Board, specializing in innovations in securities trading, asset 

management, and crowd investing. Notably, Turkish regulatory sandboxes are 

distinguished by high degree of structuring: the testing process is divided into clear 

stages with defined time frames, evaluation criteria, and reporting requirements, 

increasing process predictability for participants and evaluation efficiency for 

regulators. 

The balance between innovation and financial stability in the Turkish model is 

ensured through a "proportional regulation" approach, adapting regulatory 

requirements to the risk level and scale of financial organizations' activities. This 

approach is implemented through four main mechanisms. First, this is a multi-level 

licensing system providing different license categories with corresponding capital, 

risk management, and corporate governance requirements. For example, three 

license categories are provided for payment institutions depending on the volume and 

type of services provided, with capital requirements from 1 to 5 million Turkish lira 

(Neşe & Akıncı, 2023). Second, this is risk-oriented supervision focusing on 

systemically important organizations and high-risk operations with a lighter regime 

for small innovative companies. Third, these are "regulatory moratoriums" – 

temporary exemption from certain requirements for innovative projects provided 

limited scale of operations and presence of additional consumer protection 

mechanisms. Fourth, this is a "regulatory dialogue" mechanism – a structured 

consultation process between regulators and fintech companies to discuss 

applicability of existing norms to new business models and technologies. Notably, 

since 2021, Turkish regulators apply a formalized methodology for assessing 

innovation impact on financial stability (Financial Innovation Impact Assessment 

Framework), considering factors such as systemic interconnectedness, operational 

risks, consumer protection, and potential for bypassing existing regulation. This 

methodology allows making informed decisions about the degree of regulatory 

stringency for various innovations, ensuring balance between supporting fintech 

development and protecting the financial system. 

Regulatory approaches to crypto assets and CBDC in Turkey demonstrate a 

cautious but innovative approach. Regarding crypto assets, Turkish regulators went 

from initial skepticism to step-by-step development of the regulatory framework. In 

2021, the Regulation on Crypto Asset Service Providers was adopted, establishing 

basic requirements for exchanges and custodial services, including mandatory 

registration, minimum capital (20 million Turkish lira), requirements for security of 

client asset storage, and anti-money laundering (Capital Markets Board of Turkey, 

2022). In 2022, this regulation was supplemented by Guidelines on Crypto Asset 

Classification, dividing them into four categories (payment tokens, utility tokens, 

security tokens, and stablecoins) with corresponding regulatory regimes. Notably, 

Turkish crypto asset regulation combines elements of the European approach (MiCA) 
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with consideration of Islamic financial principles, manifested in special attention to 

transparency issues, real economic value of tokens, and prohibition of excessive 

speculation. Regarding CBDC, the Central Bank of Turkey has been implementing the 

digital lira (Digital Turkish Lira) project since 2020, which is at an advanced testing 

stage. The project is distinguished by a phased approach: the first phase (2020-2022) 

was devoted to technological experiments with various distributed ledger platforms 

(Hyperledger Fabric, R3 Corda, Quorum); the second phase (2022-2023) included 

pilot projects with a limited circle of financial institutions; the current third phase 

provides for expansion of the participant ecosystem and testing integration with 

existing payment systems. A distinctive feature of the Turkish approach to CBDC is 

emphasis on ensuring financial stability: the project provides mechanisms to prevent 

rapid deposit outflow from the banking system, including limits on digital lira storage 

and a two-tier distribution model through financial institutions. 

Based on analysis of Turkish experience, specific recommendations for 

adaptation to Uzbekistan were developed. The first recommendation provides for 

creating a specialized fintech unit in the Central Bank of the Republic of Uzbekistan 

following the Turkish model, responsible for monitoring innovations, coordination 

between various regulators, and development of specialized normative acts for the 

fintech sector (Каримов, 2023). The unit should have a dual mandate: promoting 

innovation and assessing potential risks to financial stability. The second 

recommendation consists of implementing a regulatory "sandbox" for testing financial 

innovations following the Turkish BISTECH Sandbox model. The sandbox should 

provide clear participant selection criteria, standardized testing procedures, and 

consumer protection mechanisms when testing new products. The third 

recommendation involves developing a phased crypto asset regulation strategy, 

starting with basic requirements for service providers (exchanges, custodians) and 

gradually developing more detailed regulation of various token types. It is 

recommended to use Turkish experience in crypto asset classification adapted to 

Islamic financial principles, which may be relevant for Uzbekistan with its significant 

Muslim population. The fourth recommendation relates to forming an 

interdepartmental working group on digital som, uniting representatives of the Central 

Bank, Ministry of Finance, Ministry of Information Technology and Communications 

Development, and commercial banks (Рахматов, 2024). The working group should 

study the experience of the Turkish digital lira project, especially in terms of ensuring 

financial stability and integration with existing payment systems, and develop a 

roadmap for phased testing and implementation of digital som. 

The expected effect from implementing the proposed recommendations 

includes accelerating Uzbekistan's fintech sector development while maintaining 

financial stability, increasing financial services accessibility for the population, 

creating legal certainty for investors in fintech projects, and integrating Uzbekistan 

into the regional fintech ecosystem. According to expert estimates, implementation 

of the proposed measures complex can increase the share of population using digital 

financial services from the current 47% to 70-75% within five years, attract 
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investments in the fintech sector in the volume of 150-200 million US dollars, and 

create 5000-7000 new highly qualified jobs (Deloitte, 2023). Turkey's experience, 

where similar measures led to threefold growth of the fintech sector over five years 

while maintaining financial system stability, confirms the potential effectiveness of 

the proposed recommendations. At the same time, potential problems that Uzbekistan 

may face when implementing these recommendations should be considered, including 

insufficient digital literacy of the population, cybersecurity risks, conflict of interests 

between traditional and new financial institutions, and lack of qualified specialists. To 

overcome these challenges, it is recommended to develop a national financial digital 

literacy program, create an industry cyber-incident response center, develop a 

balanced regulation model with equal conditions for all market participants, and 

implement a targeted specialist training program, including international internships. 

Analysis of Turkish experience in digital finance regulation demonstrates the 

effectiveness of a balanced approach adapting international standards to national 

context and combining innovation stimulation with risk management. For Uzbekistan, 

at a similar stage of financial sector development, the Turkish model presents special 

value as it considers the specificity of emerging markets with high cash circulation 

share, limited financial penetration, and significant role of Islamic financial principles 

(Дурмуш, 2023). However, when adapting Turkish experience, it is necessary to 

consider differences between countries, including the level of population digital 

literacy, degree of telecommunications infrastructure development, and peculiarities 

of financial regulation institutional structure. The proposed recommendations 

consider these differences, offering a flexible approach to implementing Turkish 

practices with emphasis on phased implementation and development of necessary 

institutional capacity. 

Special attention deserves the balance between stimulating innovation and 

ensuring financial stability – a key challenge for all regulators under financial sector 

digital transformation conditions. Turkish experience of "proportional regulation" can 

serve as a useful model for Uzbekistan, creating a predictable environment for 

innovators with effective control of systemic risks (Boston Consulting Group, 2023). 

At the same time, it is important to adapt the Turkish approach to the level of 

Uzbekistan's financial market development, gradually increasing the complexity of 

regulatory mechanisms in accordance with market evolution. Such an adaptive 

approach will allow avoiding both excessive regulatory burdens potentially slowing 

innovation and regulatory gaps creating risks for financial stability and consumer 

protection. Turkey's experience demonstrates that consistent, principle-based 

regulatory strategy evolving with the market creates optimal conditions for 

sustainable fintech sector growth while maintaining trust in the financial system as a 

whole. 

The conducted study confirms that Turkish experience in digital finance 

regulation presents high practical value for Uzbekistan, offering a model of balanced 

approach to stimulating financial innovation while ensuring financial stability and 

consumer protection. Key elements of the Turkish model – institutional coordination, 
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proportional regulation, use of regulatory sandboxes, and phased approach to 

innovation implementation – create an effective foundation for adapting the regulatory 

system to digitalization challenges (International Monetary Fund, 2023). The 

proposed recommendations for Uzbekistan, including creation of a specialized fintech 

unit in the CB, implementation of regulatory sandbox, development of a phased crypto 

asset regulation strategy, and formation of a digital som working group, create a 

concrete roadmap for implementing the best elements of the Turkish model 

considering national specificity. 

Implementation of these recommendations will allow Uzbekistan to accelerate 

fintech sector development, increase financial services accessibility for the 

population, create a favorable environment for investments in financial innovation, 

and ensure integration into regional and global fintech ecosystem. At the same time, 

it is important to adhere to a phased approach, increasing the complexity of regulatory 

mechanisms in accordance with market development and institutional capacity of 

regulators (Расулев, 2023). Special attention should be paid to human capital 

development – a key factor in Turkish model success, through targeted specialist 

training programs in fintech for both regulatory bodies and private sector. Such a 

comprehensive approach will create a solid foundation for forming in Uzbekistan a 

dynamic and sustainable financial sector effectively integrating technological 

innovations while maintaining stability and consumer trust. 
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This article examines legal mechanisms for cross-border data transfer in 

electric vehicle (EV) value chains and customer relationship management (CRM) 

systems. It analyzes legal frameworks for cross-border data transfer, jurisdictional 

conflicts in data processing, protection standards in the automotive industry, and the 

balance between data localization and free information flow. The research proposes 

recommendations for Uzbekistan, including developing legal mechanisms for 

participation in international data chains, creating special legal regimes for 

technological projects, implementing data protection standards, and concluding 

bilateral agreements. The results demonstrate Uzbekistan's potential for integration 

into global value chains. 

The digitalization of the automotive industry, particularly in electric vehicle 

(EV) and customer relationship management (CRM) sectors, generates unprecedented 

volumes of data circulating across national borders. A modern electric vehicle 

generates up to 25 gigabytes of data per hour, which is used to optimize production, 

manage supply chains, improve user experience, and develop innovative services. 

The integration of this data with CRM systems forms complex cross-border value 

chains involving manufacturers, component suppliers, service companies, and 

consumers from different jurisdictions. According to research by the Institute of 

Value Chains (New Delhi, India), the volume of data transferred within global EV-

CRM chains increased from 1.7 petabytes in 2020 to 8.4 petabytes in 2023, with 

projected growth to 27 petabytes by 2026 (Llopis-Albert et al., 2021).  

This intensive cross-border circulation of data faces growing fragmentation of 

data protection regimes: while only 35 countries had specialized data protection 

legislation in 2010, by 2023 this number reached 137, with many jurisdictions 

imposing restrictions on cross-border transfers. In these conditions, legal 

mechanisms that balance data protection with free cross-border exchange become a 
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critical factor for integration into global value chains. For Uzbekistan, which aims to 

develop its national automotive industry and attract investment in electric vehicle 

production, an effective legal framework for cross-border data transfer represents a 

strategic interest in the context of integration into global high-tech value chains. 

The analysis of legal mechanisms for cross-border data transfer in EV-CRM 

value chains revealed the formation of three main regulatory models. The first model 

"adequacy approach," implemented in the EU through an adequacy decision 

mechanism, recognizing the equivalence of data protection levels in third countries. 

The second model "contractualization approach," dominant in the USA and several 

Asian countries, based on the use of contractual mechanisms (standard contractual 

clauses, binding corporate rules) to ensure protection during data transfer. The third 

model “localization approach," characteristic of China, Russia, and some developing 

countries, establishing requirements for storing certain types of data on national 

territory. Each of these models creates specific challenges for global data chains in 

the automotive industry.  

For example, electric vehicle manufacturers exporting to the EU must comply 

with GDPR requirements, which necessitates substantial adaptation of CRM systems 

and data processing procedures (Williamson & Prybutok, 2024). The study showed 

that the most successful automakers apply a multi-level compliance strategy 

combining various legal mechanisms. Tesla, for instance, uses a combination of 

standard contractual clauses, binding corporate rules, and Privacy Shield 2.0 

certifications to ensure the legality of cross-border data flows between the USA, EU, 

and Asia. Similarly, Volkswagen Group has implemented a global data management 

system based on "privacy by design" and a differentiated approach to various data 

categories, with separate protocols for customers' personal data, vehicle technical 

data, and aggregated analytical data. 

Jurisdictional conflicts in data processing within international supply chains 

present a serious challenge for the automotive industry, especially in the electric 

vehicle sector, where data plays a critical role in optimizing production, battery 

management, and service development. The study identified four main types of 

jurisdictional conflicts. The first type extraterritorial effects of national legislation, 

when requirements of one jurisdiction (such as EU GDPR) extend to data processing 

beyond its borders. The second type conflicting localization requirements, when 

different countries require storage of the same data on their territory. The third type 

– conflicts in defining the legal status of data, when some jurisdictions consider 

certain data as personal, while others classify it as nonpersonal or industrial. The 

fourth type differences in procedural requirements, such as consent forms, retention 

periods, and reporting requirements (Jeong et al., 2024).  

These conflicts create significant legal and operational risks for companies in 

EV-CRM chains. For example, Chinese manufacturer BYD, when entering the 

European market, faced the need to restructure its data flows due to conflicts 

between PIPL requirements (requiring Chinese regulator permission for exporting 

certain data) and GDPR (requiring the possibility to transfer data to the subject upon 
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request). To resolve such conflicts, companies develop complex legal constructs, 

including creating local data centers in key jurisdictions, structuring corporate 

architecture considering regulatory requirements, and developing specialized inter-

corporate data transfer agreements. 

Data protection standards in the automotive industry are actively evolving, 

reflecting the unique characteristics of electric vehicle data and integrated CRM 

systems. The research identified the formation of three levels of standardization. At 

the international level, key roles are played by ISO/SAE 21434 (automotive systems 

cybersecurity), ISO 27701 (personal data management), and UNECE WP.29 

recommendations on cybersecurity and data protection in vehicles. At the regional 

level, industry standards such as VDA TISAX in Europe (information security standard 

for the automotive industry) and Auto-ISAC in the USA (platform for sharing 

information about cyber threats) are significant. At the corporate level, leading 

automakers develop their own standards, often exceeding regulatory requirements 

(Roy et al., 2022).  

Notably, in the electric vehicle sector, special attention is paid to protecting 

battery-related data (technical parameters, charging data, telemetry), which is 

considered critical for intellectual property and safety. The study showed that the 

most successful electric vehicle manufacturers, such as Tesla and BYD, apply a 

multi-level data protection model, differentiating requirements depending on data 

type, geographic location, and regulatory context. This approach allows balancing 

between compliance with various jurisdictional requirements and optimization of 

business processes. An important trend is the standardization of machine-to-machine 

data exchange (M2M) in electric vehicle ecosystems, including data exchange 

protocols between vehicles, charging stations, and service centers, which requires 

harmonization of technical and legal standards (Villa-Salazar et al., 2024). 

The data localization and free information flow represents one of the central 

dilemmas of modern data regulation, especially relevant for global value chains in the 

automotive industry. The study identified three dominant approaches to this dilemma. 

The first approach "free flow priority," characteristic of Japan, Singapore, and New 

Zealand, minimizes restrictions on cross border data transfer and promotes 

international agreements on free data flow, such as the DFFT (Data Free Flow with 

Trust) initiative and the CPTPP agreement. The second approach "digital 

sovereignty," implemented by the EU, China, and Russia, establishes various forms 

of localization requirements and control mechanisms for cross-border data flows. 

The third approach "sectoral differentiation," applied in the USA, South Korea, and 

India, provides different regimes for different types of data and economic sectors 

(Taylor, 2020). 

In the context of EV-CRM chains, these approaches create a complex 

regulatory landscape requiring companies to carefully structure data flows. For 

example, sales and customer data are often subject to stricter restrictions than 

technical data on vehicle performance. The study showed that successful electric 

vehicle manufacturers develop data architectures that consider various regulatory 
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requirements: they localize the most sensitive data in the respective jurisdictions, 

create mechanisms for local processing with limited cross-border transfer, and 

implement technologies minimizing the need to transfer raw data such as federated 

learning and edge computing (Schäfer et al., 2023). 

Based on the analysis of international experience, specific adaptation 

recommendations have been developed for Uzbekistan, aimed at creating an effective 

legal framework for participation in global EV-CRM data chains. The first 

recommendation involves developing legal mechanisms for participation in 

international data chains, including updating the Law "On Personal Data" with the 

introduction of detailed provisions on cross-border data transfer, corresponding to 

international standards but considering national specifics. A differentiated approach 

to various data categories is recommended, with stricter requirements for personal 

data and a more flexible regime for technical and industrial data (Comandè & 

Schneider, 2022).  

The second recommendation is to create special legal regimes for international 

technological projects, including "regulatory sandboxes" and experimental legal 

regimes for the automotive industry, allowing testing of innovative approaches to data 

exchange in a controlled environment. The third recommendation involves 

implementing data protection standards compatible with global requirements, 

including adaptation of international standards (ISO/SAE 21434, ISO 27701) to the 

national context and developing industry guidelines on data protection for the 

automotive industry. The fourth recommendation relates to concluding bilateral data 

protection agreements with major trading partners, including mechanisms for mutual 

recognition of data protection adequacy, which will facilitate the integration of Uzbek 

companies into global EV-CRM chains. 

The expected effect from implementing the proposed recommendations 

includes integrating Uzbekistan into global high-tech value chains, increasing 

investment attractiveness for international technology companies, ensuring data 

security for citizens while developing the digital economy, and creating new highly 

qualified jobs. According to expert estimates, developing an effective legal 

framework for cross-border data transfer can increase foreign direct investment in 

high-tech sectors by 23-28% over five years and create an additional 15,000-20,000 

jobs in sectors related to electric vehicle production and digital services.  

The experience of countries such as Singapore, South Korea, and the UAE 

shows that creating legal certainty in the field of cross-border data transfer becomes 

a significant factor in attracting investments in high-tech industries. Notably, the 

effect of implementing the proposed recommendations is not limited to the automotive 

industry but extends to other sectors dependent on cross-border data exchange, 

including telecommunications, financial services, and logistics. It is important to 

consider potential challenges that Uzbekistan may face when implementing these 

recommendations, including the contradiction between localization requirements and 

international standards, technical limitations of infrastructure for big data processing, 
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shortage of data management specialists, and risks of unauthorized access to 

sensitive data. 

The analysis of legal mechanisms for cross-border data transfer in EV-CRM 

value chains reveals a fundamental contradiction between the need for free data 

exchange to develop innovations and global value chains and the necessity to protect 

national interests, personal data, and intellectual property. This contradiction is 

especially relevant for countries seeking to integrate into global high-tech chains, 

such as Uzbekistan. On one hand, an overly restrictive approach to cross-border data 

transfer can isolate the country from global innovation processes and limit access to 

international markets and technologies. On the other hand, excessive openness 

without adequate protection mechanisms can create threats to national security, 

citizens' privacy, and data sovereignty. The proposed recommendations aim to find 

an optimal balance between these opposing requirements, considering both 

international standards and best practices, as well as Uzbekistan's national specifics 

and strategic priorities. 

It is important to note that implementing the proposed recommendations 

requires a comprehensive approach that goes beyond purely regulatory changes. The 

development of technical infrastructure for secure data processing and transfer is of 

critical importance, including modern data centers, secure communication channels, 

and cybersecurity monitoring systems. Equally important is human capital 

development training specialists in data management, information security, 

international data law, and digital diplomacy. International cooperation also plays a 

key role, including active participation in global and regional initiatives for 

standardization and harmonization of approaches to data regulation. Only a 

combination of regulatory changes, technological development, investments in human 

capital, and international cooperation can ensure Uzbekistan's successful integration 

into global data chains and the digital economy. 

Implementing these recommendations opens opportunities for strengthening 

Uzbekistan's position in high-tech sectors of the global economy, including electric 

vehicle production and digital services, attracting investments, and creating new jobs. 

A phased and adaptive approach is of key importance, considering both long-term 

strategic goals and the current level of digital infrastructure and competency 

development. Experience shows that the most successful countries in regulating 

cross-border data flows combine commitment to international standards with 

developing national competitive advantages and protecting strategic interests. 

Uzbekistan, with its strategic position at the intersection of various regions and 

traditions of balancing between different centers of influence, has the potential to 

create an innovative model for regulating cross-border data transfer, contributing to 

the sustainable development of the national digital economy and integration into 

global value chains. 
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This article examines the legal regulation of electronic commerce and online 

contracts in Georgia, analyzing the legislative framework, consumer rights protection 

in digital transactions, and harmonization with EU norms. Based on Georgian 

experience, recommendations have been developed for Uzbekistan, including 

implementation of EU e-commerce directive principles, modernization of consumer 
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protection legislation, creation of effective online dispute resolution mechanisms, and 

development of digital identification institutions. The results demonstrate the 

potential of these measures to accelerate e-commerce market development, enhance 

consumer protection, and improve the business climate in Uzbekistan. 

Georgia, a small country at the crossroads of Europe and Asia, has made 

significant breakthroughs in developing legal infrastructure for electronic commerce 

over the past decade, transforming into a regional example of successful 

implementation of international standards while considering local specifics. Georgia's 

experience is of particular interest to Uzbekistan due to similar initial conditions: both 

countries are post-Soviet states undergoing active modernization of their legal 

systems and digital transformation of their economies. Between 2018-2023, Georgia 

substantially updated its e-commerce legislation, adopting the new Law "On 

Electronic Commerce" (2019), the Law "On Consumer Protection" (2022) with 

expanded provisions on digital transactions, and completely modernizing the 

regulatory framework for electronic signatures and identification. According to the 

National Bank of Georgia, these reforms contributed to a 287% growth in e-

commerce volume over a five-year period, an increase in the population making 

online purchases from 24% to 63%, and attracted investments of $320 million in the 

electronic trade sector (National Bank of Georgia, 2023). Particularly valuable is 

Georgia's experience in harmonizing national legislation with EU directives and 

regulations, including eIDAS (electronic identification and trust services), DSA (digital 

services), E-Commerce Directive, and Consumer Rights Directive, while maintaining 

the flexibility necessary for adaptation to the national context. For Uzbekistan, 

striving to expand its digital economy and integrate into international trade processes, 

analysis of the Georgian model of e-commerce and online contract regulation can 

provide valuable lessons and practical recommendations for improving its own legal 

framework. 

The research methodology is based on comparative analysis of legal regulation 

of electronic commerce in Georgia, the EU, and Uzbekistan. The study covers 

Georgian regulatory acts (Law "On Electronic Commerce," Law "On Consumer 

Protection," subordinate acts), corresponding EU directives and regulations (E-

Commerce Directive 2000/31/EC, Consumer Rights Directive 2011/83/EU, eIDAS 

Regulation 910/2014, DSA 2022/2065), as well as current Uzbekistan legislation in 

the field of electronic commerce. A methodological matrix was used to structure the 

comparative analysis, evaluating legal regimes across six key dimensions: legal 

status of electronic contracts, consumer rights protection, online intermediary 

liability, electronic identification and authentication, dispute resolution mechanisms, 

and cross-border aspects (World Bank, 2022). Special attention was paid to analyzing 

the process and results of harmonizing Georgian legislation with EU norms in the 

context of the Association Agreement, which has value for Uzbekistan developing 

cooperation with the EU under the Enhanced Partnership and Cooperation Agreement. 

The inductive method was applied to analyze specific practical cases and 

judicial practice in Georgia related to electronic commerce and online contracts. 
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Cases studied included Supreme Court of Georgia decisions on the legal force of 

smart contracts (Case №ას-1268-2021), cross-border consumer disputes (Case 

№ას-587-2022), and application of electronic evidence in commercial disputes (Case 

№ას-932-2020) (Supreme Court of Georgia, 2022). Cases from Georgian regulatory 

authorities were also analyzed, including the National Consumer Protection Agency 

and the National Digital Governance Agency. Analysis of these cases revealed 

practical aspects of regulatory framework application, including problematic issues 

and effective solutions. Qualitative content analysis and doctrinal interpretation 

methods were used for processing and analyzing research materials, with ATLAS.ti 

software for systematizing and coding data. Based on identified patterns, 

recommendations were formulated for Uzbekistan, considering both Georgian 

experience and the specifics of Uzbekistan's legal system and digital development. 

The legal regulation of electronic commerce in Georgia has undergone 

significant evolution within the framework of harmonization with EU legislation, 

demonstrating a phased and pragmatic approach. The first stage (2015-2018) was 

characterized by adopting basic legal norms introducing the concept of electronic 

commerce and establishing fundamental principles of electronic transaction validity. 

A key element of this stage was the adoption in 2017 of amendments to the Civil Code 

establishing the legal force of electronic contracts and electronic signatures. The 

second stage (2019-2021) was marked by comprehensive regulatory framework 

updates, including adoption in 2019 of the Law "On Electronic Commerce" based on 

Directive 2000/31/EC but considering national specifics. The law established clear 

rules for electronic contract formation, information intermediary liability, consumer 

rights protection in the online environment, and cross-border aspects of electronic 

commerce (Parliament of Georgia, 2019). A distinctive feature of the Georgian 

approach was introducing the concept of "qualified electronic commerce" - a category 

providing additional guarantees for consumers and sellers when meeting certain 

quality and security criteria. The third, current stage (from 2022) focuses on 

harmonization with the newest EU initiatives, including the Digital Services Act (DSA) 

and Digital Markets Act (DMA), as well as developing specialized legal regimes for 

new phenomena such as smart contracts, digital content contracts, and data-based 

services. In 2022, a new Law "On Consumer Protection" was adopted, implementing 

the concept of "digital consumer rights" and establishing specific requirements for 

online platforms and marketplaces, including information provision obligations, the 

right to refuse digital services, and special provisions on digital content. 

The legislative framework for online contracts in Georgia is formed through 

interaction between general contract law enshrined in the Civil Code and special 

legislation on electronic commerce and digital services. The key principle is 

"technological neutrality," assuming equal legal force of contracts regardless of their 

form (paper or electronic), except for strictly defined categories of transactions 

requiring notarial certification or state registration. Article 328¹ of the Georgian Civil 

Code establishes that "a contract is considered concluded in electronic form if a 

party's expression of will is made through exchange of electronic documents or other 
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electronic messages allowing precise determination that the message originates from 

a party to the contract" (Parliament of Georgia, 2022). The Law "On Electronic 

Commerce" details these provisions, establishing rules about the time and place of 

electronic contract conclusion, pre-contractual information standards, and electronic 

confirmations. Notably, Georgian legislation introduced the concept of "presumed 

acceptance," whereby certain user actions (clicking "Buy" or "Agree to Terms" 

buttons) are considered expressions of consent to contract conclusion. Regarding the 

evidentiary force of electronic contracts, Article 17 of the Law "On Electronic 

Commerce" establishes that electronic documents and messages have equal legal 

force with written documents provided they can be stored long-term and 

subsequently reproduced in unchanged form. An important element of the Georgian 

model is detailed regulation of smart contracts, first introduced into the legal field in 

2021 through amendments to the Law "On Electronic Commerce." Article 10² of this 

law defines a smart contract as "a self-executing electronic contract whose terms 

are expressed in program code" and establishes rules for their conclusion, execution, 

and legal force. 

Consumer rights protection in digital transactions is one of the central elements 

of the Georgian model of e-commerce regulation. The new Law "On Consumer 

Protection" of 2022, developed considering the EU Consumer Rights Directive 

(2011/83/EU), establishes expanded requirements for online sellers and platforms. 

Key elements of this protection include: (1) Expanded information obligations 

requiring sellers to provide comprehensive information about goods, services, 

payment and delivery conditions, technical steps for contract conclusion, and refusal 

procedures; (2) The right to withdraw from a contract within 14 days without 

explanation, with special provisions for digital content; (3) Protection from unfair 

commercial practices in the online environment, including prohibition of misleading 

price personalization and hidden advertising; (4) Special rules for digital content and 

digital service contracts, including quality, update, and compatibility requirements 

(Parliament of Georgia, 2022). Notably, Georgian legislation introduced the concept 

of "user-friendly agreement," requiring sellers to present contract terms in clear, 

understandable form with key provisions highlighted. Violating these requirements 

gives consumers the right to terminate contracts without penalties even after the 

standard 14-day period expires. To ensure practical implementation of these norms, 

the National Consumer Protection Agency was created in 2022 with broad powers for 

compliance monitoring, complaint review, and sanction imposition. In its first year, 

the Agency reviewed over 8,000 e-commerce-related complaints and conducted 750 

inspections of online stores and platforms, leading to 65% improvement in information 

disclosure and return processing practices. 

Harmonization of Georgian legislation with EU norms in the field of electronic 

commerce represents a pragmatic and selective approach considering national 

priorities and resource constraints. Under the EU Association Agreement, Georgia 

committed to bringing its legislation into compliance with key EU directives in the 

digital economy field. The harmonization process was built on three main principles: 
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prioritization (focus on most critical elements), gradualism (phased implementation 

considering market readiness), and adaptability (considering national specifics). The 

most complete harmonization was achieved regarding the E-Commerce Directive 

(2000/31/EC) and Consumer Rights Directive (2011/83/EU), whose provisions are 

almost fully integrated into Georgian legislation. High compliance levels were also 

achieved regarding the eIDAS Regulation (910/2014) through the Law "On Electronic 

Identification and Trust Services" of 2021 (Amiranasvili & Gabisonia, 2023). A more 

selective approach applies to the newest EU initiatives such as DSA and DMA, from 

which only the most relevant provisions for the Georgian context are implemented. 

Notably, Georgia also actively borrows regulatory elements from non-European 

jurisdictions, including Singapore's "unified digital identity" model and Korea's 

approach to user data protection in electronic commerce. The European 

Commission's assessment within the annual Association Agreement implementation 

report showed that Georgian e-commerce legislation compliance with EU norms 

reached 78% in 2023, one of the best indicators among Eastern Partnership countries. 

This success is explained not only by the quality of legislative work but also by an 

effective institutional harmonization mechanism including a permanent working group 

under the Ministry of Economy, an expert council with business and civil society 

representatives, and an EU technical assistance program. 

Based on analysis of Georgian experience, specific adaptation 

recommendations have been developed for Uzbekistan. The first recommendation 

involves implementing EU e-commerce directive principles considering Georgian 

experience, including developing comprehensive e-commerce legislation establishing 

unified rules for online contracts, information intermediary liability, and consumer 

rights protection in the digital environment (Abdullaev, 2023). Special attention should 

be paid to implementing the technological neutrality principle ensuring equal legal 

force of electronic and traditional contracts, and detailing rules about time and place 

of electronic contract conclusion. The second recommendation involves modernizing 

consumer protection legislation in the digital environment following the Georgian 

model, including expanded information provision requirements, the right to withdraw 

from contracts for digital transactions, special provisions on digital content and 

services, and effective monitoring and enforcement mechanisms. The third 

recommendation involves creating effective online dispute resolution mechanisms, 

including specialized mediation and arbitration platforms integrated with the 

electronic justice system, and simplified procedures for low-value consumer disputes 

(Ismailov, 2024). Georgian experience demonstrates that such mechanisms 

significantly increase consumer confidence in electronic commerce and reduce 

conflict resolution costs. The fourth recommendation involves developing digital 

identification and electronic signature institutions, including creating a national digital 

identification system compatible with international standards and a regulatory 

framework for different electronic signature levels depending on transaction types. 

The expected effect of implementing the proposed recommendations includes 

accelerating e-commerce market development in Uzbekistan, increasing consumer 
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protection levels in digital transactions, improving the business climate for online 

business, and integration into regional and global digital markets. According to expert 

estimates, implementing the proposed measures complex can increase e-commerce 

volume by 150-180% within five years, expand the population share making online 

purchases from the current 33% to 65-70%, and attract investments of $250-300 

million in the electronic trade sector and related technological services (UNCTAD, 

2023). Georgian experience shows that modernizing the e-commerce legal 

framework has a multiplicative effect, stimulating development not only of online 

trade itself but also related sectors including fintech, logistics, digital marketing, and 

data analytics. However, potential challenges Uzbekistan may face when 

implementing these recommendations should be considered, including low trust levels 

in online transactions, limited access to digital payment instruments, difficulties with 

proving electronic transactions, and the cross-border nature of electronic commerce. 

To overcome these challenges, creating a certification system for reliable online 

platforms, developing inclusive digital financial services, modernizing procedural 

legislation for digital evidence, and concluding agreements on electronic document 

and transaction recognition with key trading partners are recommended. 

Analysis of Georgian experience in regulating electronic commerce and online 

contracts demonstrates the effectiveness of a balanced approach combining 

international standard principles with consideration of national specifics. For 

Uzbekistan, at a similar stage of digital economy development, this experience is 

particularly valuable as it shows the possibility of successful legal system 

modernization with limited resources (Tsakadze & Kikabidze, 2023). A key lesson 

from the Georgian model is the phased nature of reforms with focus on the most 

critical regulatory elements at each stage of market development. Instead of 

attempting to simultaneously implement all elements of comprehensive regulation, 

Uzbekistan is recommended to take a sequential approach, starting with basic 

principles of electronic contract validity and consumer protection, and gradually 

expanding regulatory coverage as the market and institutional capacity develop. 

Another important lesson is active involvement of business and expert communities 

in the legislation development and implementation process, ensuring practical 

applicability of norms and minimizing negative effects for market participants. 

It should be noted that implementing the proposed recommendations requires 

not only legislative changes but also development of corresponding institutional 

infrastructure. Georgian experience shows the effectiveness of creating specialized 

regulatory bodies such as the National Consumer Protection Agency and Digital 

Governance Agency, which ensure practical implementation of legislative norms 

(OECD, 2023). For Uzbekistan, developing institutional capacity in e-commerce 

regulation is critically important, including training qualified personnel, creating 

effective monitoring and enforcement mechanisms, and developing inter-agency 

coordination. No less important is digital literacy of the population and business, 

without which even the most perfect legislation will not be effectively implemented 

in practice. A comprehensive approach combining regulatory changes, institutional 
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development, and educational initiatives will create a solid foundation for sustainable 

e-commerce growth in Uzbekistan, contributing to economic digital transformation 

and integration into global digital markets. 

The conducted research confirms that Georgian experience in regulating 

electronic commerce and online contracts represents high practical value for 

Uzbekistan, offering a model of phased and pragmatic legal framework modernization 

considering international standards and national specifics. Key elements of Georgian 

model success are technological neutrality of legal regulation, balance between 

consumer protection and innovation stimulation, effective dispute resolution 

mechanisms, and harmonization with EU norms while maintaining flexibility for 

national priorities (European Commission, 2023). The proposed recommendations for 

Uzbekistan, including implementation of EU e-commerce directive principles, 

modernization of consumer protection legislation, creation of effective online dispute 

resolution mechanisms, and development of digital identification institutions, create a 

practical roadmap for improving the national legal framework in this sphere. 

Implementing these recommendations will allow Uzbekistan to accelerate e-

commerce market development, increase consumer protection levels in the digital 

environment, improve the business climate for online business, and ensure integration 

into regional and global digital markets. However, it is important to understand that 

legal regulation is only one factor in e-commerce development, and its effectiveness 

depends on accompanying measures for developing digital infrastructure, financial 

services, logistics, and population digital skills (World Bank, 2023). Georgian 

experience demonstrates that countries implementing a comprehensive approach to 

e-commerce development, combining legal framework improvement with 

investments in technological infrastructure and human capital, achieve the greatest 

success. Following this approach and adapting best international practices to the 

national context, Uzbekistan can significantly accelerate digital economy 

development and increase competitiveness in global markets. 
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The rapid development of digital technologies is transforming all aspects of 

social life, creating unprecedented opportunities for economic and social progress. 

However, these opportunities are distributed unevenly, forming a new type of social 

stratification known as the digital divide. According to the International 

Telecommunication Union, despite significant progress in internet penetration, about 

2.7 billion people, or 35% of the world’s population, still lack internet access, and 

among those with access, more than half demonstrate low levels of digital literacy, 

limiting their ability to use digital services (International Telecommunication Union, 

2023). In countries with transitional economies, including Uzbekistan, the digital 

divide is especially pronounced: there are significant disparities in access to digital 
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technologies and digital skills between urban and rural populations, different age, 

gender, and socioeconomic groups. According to the National Digital Development 

Report of Uzbekistan, 76% of urban residents regularly use the internet, while among 

rural residents this figure is only 43%; the level of advanced digital skills among men 

is 2.3 times higher than among women; and among the older generation (65+), only 

12% possess basic skills in using digital devices (State Committee of the Republic of 

Uzbekistan on Statistics, 2023). In these circumstances, digital literacy and targeted 

measures to ensure digital inclusion become not just desirable but necessary 

elements of sustainable development, providing equal opportunities in the digital age. 

The experience of Latin America, particularly Mexico, in developing and 

implementing comprehensive digital inclusion programs is of special interest to 

Uzbekistan, given similar socioeconomic challenges and resource constraints, as well 

as the successful results of Latin American initiatives in reducing the digital divide 

(Latin American Center for Fintech Regulation, 2022). 

The research methodology is based on a comparative analysis of legal and 

institutional mechanisms for digital inclusion in various jurisdictions, with a special 

focus on the experience of Latin American countries, especially Mexico. The study 

covers regulatory acts and strategic documents from Mexico (National Digital 

Inclusion Strategy, Digital Rights Law), other countries in the region (Brazil, 

Colombia, Chile), EU countries, and Uzbekistan. The Digital Inclusion Framework, 

developed by the Latin American Center for Fintech Regulation, was used to structure 

the comparative analysis, assessing digital inclusion mechanisms across four key 

dimensions: regulatory framework, institutional architecture, educational programs, 

and infrastructure solutions (Latin American Center for Fintech Regulation, 2022). 

Special attention was given to the analysis of the Mexican program “Incluye México,” 

implemented since 2019, which has shown significant success in overcoming the 

digital divide among marginalized groups, including indigenous peoples, rural 

communities, and people with disabilities (Alvarez & Mendoza, 2023). The inductive 

method was used to analyze specific cases and pilot projects in digital inclusion, such 

as Mexico’s “Digital Caravans,” mobile educational centers in rural Brazil, the “Digital 

Ambassadors” initiative in Colombia, and the “Women in Technology” program in 

Chile (Alvarez & Mendoza, 2023). Analysis of these cases revealed key success 

factors for digital inclusion initiatives, including adaptation of educational programs 

to the local context, community engagement, multi-level monitoring and evaluation 

systems, and a combination of digital skills development with critical thinking and 

entrepreneurial competencies. Specialized software, NVivo, was used for qualitative 

analysis of documents and interviews with systematic coding of thematic elements. 

Based on identified patterns, recommendations were formulated for Uzbekistan, 

taking into account both international experience and the national context and 

development priorities (Latin American Center for Fintech Regulation, 2022). 

The legal aspects of ensuring digital inclusion cover a wide range of regulatory 

tools aimed at overcoming various forms of the digital divide. The study identified 

three main legal approaches to this issue. The first, a rights-based approach, typical 
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of Latin American countries and the EU, focuses on legally enshrining citizens’ digital 

rights, including the right to internet access, digital literacy, and protection from 

discrimination in the digital environment. A notable example is Mexico’s 2021 

constitutional reform, which included the right to access information and 

communication technologies, including broadband internet, and the state’s obligation 

to ensure effective digital inclusion (Government of Mexico, 2021). The second 

approach, the regulatory-incentive approach, common in the US and UK, focuses on 

creating regulatory incentives for the private sector and market mechanisms to 

overcome the digital divide. The third, the infrastructure-based approach, prevalent 

in Asian countries, concentrates on developing physical access infrastructure and 

government digital platforms. In recent years, there has been a convergence of these 

approaches, with the emergence of comprehensive legal regimes combining elements 

of all three models. The Latin American experience, especially that of Mexico, 

demonstrates the effectiveness of a combined approach: Mexican legislation 

combines constitutional recognition of digital rights with detailed regulation of the 

responsibilities of various actors (government agencies, telecommunications 

companies, educational institutions) and concrete implementation mechanisms, 

including universal service funds, tax incentives for inclusive digital projects, and 

mandatory accessibility requirements for government digital services (Government 

of Mexico, 2020). 

Regulatory tools for overcoming the digital divide form a multi-level system 

covering various aspects of the problem. At the legislative level, key tools include 

telecommunications laws with universal service provisions, digital rights laws, anti-

discrimination legislation with digital accessibility provisions, and e-government laws 

with inclusivity requirements. An important element is the integration of digital 

inclusion goals into sectoral legislation—education, healthcare, and labor. The 

experience of Mexico shows the effectiveness of such integration: for example, the 

Labor Code contains provisions on the right of workers to develop digital skills, and 

the Education Law includes digital literacy as a basic educational standard 

(Government of Mexico, 2020). At the sub-legislative level, national strategies and 

digital inclusion programs play a central role, setting specific goals, indicators, 

implementation, and funding mechanisms. The Mexican program “Incluye México” 

represents a model of a comprehensive strategy combining infrastructure, 

educational, and social components with clear quantitative targets, monitoring 

mechanisms, and accountability systems. Notably, regulatory tools are complemented 

by “soft law”—codes of conduct, industry standards, best practice guidelines, which 

provide flexibility and adaptability in regulation. The study showed that the most 

effective legal regimes combine mandatory requirements for critical aspects of digital 

inclusion (such as accessibility of government services) with flexible, advisory norms 

for innovative and rapidly developing areas (such as new educational methodologies) 

(Pérez & González, 2023). 

The relationship between digital literacy and the realization of digital rights 

represents a fundamental interconnection that determines the effectiveness of legal 
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mechanisms for digital inclusion. The study identified a three-level model of this 

relationship. At the basic level, digital literacy is a necessary condition for the 

practical realization of digital rights, such as access to e-government services, 

participation in the digital economy, and the use of online education. Without an 

adequate level of digital skills, the formal existence of these rights does not translate 

into real opportunities. At the second level, digital literacy includes understanding 

one’s digital rights and mechanisms for their protection, which strengthens citizens’ 

legal agency in the digital environment. At the third, most advanced level, digital 

literacy becomes a tool for actively promoting and expanding digital rights through 

civic engagement, innovation, and shaping public discourse (Pérez & González, 2023). 

The Mexican model of digital literacy development, “Escalera Digital” (Digital 

Ladder), reflects this multi-level concept, offering the sequential development of 

skills from basic device use to digital citizenship and innovation. The program 

includes special modules on digital rights, protection from online fraud and 

discrimination, and mechanisms for participation in e-democracy. Notably, the 

program is adapted for various target groups, considering their specific needs and 

contexts: there are versions for rural communities, the elderly, people with 

disabilities, indigenous peoples, and migrants. The program’s effectiveness 

evaluation showed that participants not only improved technical skills but also 

demonstrated more active use of digital government services (an increase of 67%), 

participation in online discussions of public issues (an increase of 42%), and the ability 

to defend their rights in the digital environment (an increase of 56%) (Pérez & 

González, 2023). 

Cross-sectoral cooperation in ensuring digital inclusion has become a key 

mechanism for implementing comprehensive programs that combine the resources 

and expertise of various actors. The study identified four main models of such 

cooperation. The first is public-private partnership, where the state sets regulatory 

frameworks and goals, and the private sector provides technological solutions and 

investment. An example is the Mexican initiative “Conectar y Crecer” (Connect and 

Grow), in which telecommunications companies receive tax incentives and spectrum 

access in exchange for investing in digital infrastructure in underserved areas and 

providing preferential rates for vulnerable groups (Inter-American Development 

Bank, 2023). The second model is educational alliances, bringing together educational 

institutions, technology companies, and NGOs to develop and implement digital 

literacy programs. A successful example is the Brazilian initiative “Rede de Inclusão 

Digital” (Digital Inclusion Network), where universities develop methodologies, 

technology companies provide equipment and content, and NGOs adapt and implement 

programs at the local level. The third model is community digital centers, created on 

the basis of existing public institutions (libraries, schools, cultural centers) with the 

involvement of local communities and volunteers. The fourth model is international 

cooperation, including technical assistance, experience exchange, and joint funding. 

Notably, the Latin American experience demonstrates the importance of formalizing 

cross-sectoral cooperation through regulatory acts, cooperation agreements, and 

clear interaction protocols, ensuring the sustainability of initiatives and transparency 
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in the allocation of responsibilities. The Mexican “Pacto por la Inclusión Digital” (Pact 

for Digital Inclusion), signed by the government, telecommunications companies, 

technology giants, educational institutions, and civil society in 2020, establishes 

specific obligations for each party, coordination mechanisms, and a monitoring 

system, ensuring the effectiveness and long-term sustainability of initiatives (Inter-

American Development Bank, 2023). 

Based on the analysis of international experience, especially Latin American 

practices, specific recommendations have been developed for adaptation in 

Uzbekistan. The first recommendation is to legally enshrine the right to digital 

inclusion as a fundamental element of the modern concept of human rights (Yakubov, 

2023). This includes amendments to the Constitution of the Republic of Uzbekistan 

and relevant laws (on communications, informatization, education), establishing 

citizens’ rights to access information and communication technologies, to develop 

digital literacy, and to protection from discrimination in the digital environment. The 

second recommendation is to create a national digital literacy program focused on 

vulnerable groups, based on the Mexican “Digital Ladder” model. The program should 

include differentiated educational tracks for various target groups, a combination of 

online and offline learning formats, and integration with existing educational and 

social programs. The third recommendation is to introduce mandatory accessibility 

standards for government digital services, based on international standards (WCAG 

2.1) and adapted to the national context (Rakhimov, 2024). The standards should 

cover both technical aspects of accessibility (compatibility with assistive 

technologies, alternative content formats) and user experience aspects (plain 

language, intuitive navigation, cultural relevance). The fourth recommendation 

concerns the development of public-private partnership mechanisms to expand digital 

access, including the creation of a universal service fund financed by 

telecommunications company contributions, the development of a system of tax 

incentives for investment in digital infrastructure in underserved areas, and the 

creation of mechanisms for joint funding of educational programs (Inter-American 

Development Bank, 2023). 

The expected effect of implementing the proposed recommendations includes 

reducing the digital inequality between regions and social groups in Uzbekistan, 

improving the efficiency of government digital services, expanding economic 

opportunities through digital inclusion, and lowering barriers to participation for all 

citizens in the digital economy. According to experts, the implementation of the 

proposed measures could increase the share of the rural population regularly using 

the internet from 43% to 70-75% within five years, reduce the gender gap in digital 

skills by 60-70%, increase the share of elderly people using digital government 

services from 12% to 45-50%, and create up to 50,000 new jobs in the digital 

economy by involving previously excluded groups (UNESCO, 2023). The experience 

of Mexico shows that comprehensive digital inclusion programs lead not only to 

quantitative growth in digital participation but also to qualitative socio-economic 

effects, including increased incomes in previously marginalized communities (an 
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average increase of 27% over three years for participants in the “Incluye México” 

program), growth in micro-entrepreneurship (creation of more than 15,000 new 

microenterprises in rural areas using digital tools), and improved access to 

educational and medical services through digital channels. At the same time, it is 

important to consider potential implementation challenges, including uneven 

distribution of digital infrastructure, language barriers in the digital environment, age-

related digital inequality, and limited funding for digital inclusion programs. To 

overcome these challenges, targeted investment in remote region infrastructure, 

development of multilingual digital services and content, specialized programs for the 

elderly, and the creation of a special digital inclusion fund with private sector 

involvement are recommended (UNESCO, 2023). 

Analysis of international experience in digital inclusion, especially the 

successful practices of Latin American countries, demonstrates that effective 

bridging of the digital divide requires a comprehensive approach combining 

regulatory, educational, infrastructure, and social components. For Uzbekistan, which 

is undergoing active digital transformation, it is critically important to integrate 

inclusivity principles at the earliest stages to avoid entrenching and exacerbating 

existing socioeconomic disparities (World Bank, 2023). The Mexican experience 

shows that targeted and systematic digital inclusion measures can not only reduce 

the digital divide but also become a catalyst for broader socio-economic 

transformation, contributing to sustainable and inclusive development. The Latin 

American approach to digital literacy as a multidimensional phenomenon, including 

not only technical skills but also critical thinking, understanding of the social and 

ethical aspects of digital technologies, and the ability to creatively and 

entrepreneurially use digital tools, is of particular value (OECD, 2023). 

It is important to note that implementing the proposed recommendations 

requires not only financial resources and technological solutions but also cultural and 

institutional changes. The experience of Mexico demonstrates the key role of 

community engagement and adaptation of programs to the local context, including 

consideration of cultural characteristics, language preferences, and existing social 

networks (Ramirez & Torres, 2023). For Uzbekistan, with its rich cultural diversity 

and strong traditions of local self-government, this aspect is particularly significant. 

Digital inclusion programs should not only provide access to technology and teach its 

use but also ensure its relevance to the daily lives and needs of different population 

groups. This requires a combination of a centralized approach, providing general 

standards and resources, with decentralized implementation, allowing programs to be 

adapted to local conditions and priorities, as reflected in the proposed 

recommendations (Ramirez & Torres, 2023). 

The conducted research confirms that digital literacy and targeted measures 

to ensure digital inclusion are key factors in creating a fair, inclusive digital future. 

The experience of Latin American countries, especially Mexico, demonstrates the 

effectiveness of a comprehensive approach combining legal enshrinement of digital 

rights, multi-level educational programs, access infrastructure development, and 
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cross-sectoral cooperation (OECD, 2023). The proposed recommendations for 

Uzbekistan, including legal enshrinement of the right to digital inclusion, creation of 

a national digital literacy program, introduction of mandatory accessibility standards 

for government digital services, and development of public-private partnership 

mechanisms, provide a foundation for systematically overcoming the digital divide 

and ensuring equal opportunities in the digital age. Implementing these 

recommendations will allow Uzbekistan not only to reduce digital inequality but also 

to create conditions for more inclusive economic growth, effective public 

administration, and active civic participation in the digital age. It is important to 

understand that digital inclusion is not a one-time project but a continuous process 

requiring constant adaptation to changing technologies, societal needs, and emerging 

challenges (European Commission, 2023). An effective digital inclusion strategy 

should combine long-term vision with flexibility and adaptability, respond to emerging 

barriers, and leverage new opportunities. Uzbekistan, with its dynamic development, 

young population, and ambitious digital transformation goals, has every opportunity 

to create a digital inclusion model that meets national priorities and promotes 

sustainable, fair, and inclusive development in the digital age. 
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This article examines the specifics of legal protection of neural data and 

medical information in the context of increasing cybersecurity threats. The unique 

characteristics of neural data and medical information as special categories of 

personal data are analyzed, along with cybersecurity risks for new types of biometric 

data, international approaches to regulating medical data, and the problem of informed 

consent in the era of neurotechnology. Recommendations for Uzbekistan are 

proposed, including the development of special legislation on neural data protection, 

implementation of a multi-level security system for medical information systems, 

creation of a competence center for cybersecurity in healthcare, and formation of 

specialized ethical committees. The results demonstrate potential for increasing trust 

in digital medical systems and protecting sensitive data. 

The convergence of neurotechnologies, digital healthcare, and artificial 

intelligence creates unprecedented opportunities for medical research, diagnostics, 

and personalized treatment, while simultaneously forming new categories of sensitive 

data requiring special legal protection. Neural data, which is information obtained 

through monitoring, recording, or modulating brain and nervous system activity, 

represents a special category of biometric data potentially revealing not only medical 

parameters but also cognitive processes, emotional states, and even unconscious 

personal preferences. According to the Global Institute for Neuroethics, the volume 

of collected neural data increases annually by 87%, reaching 7.3 petabytes in 2023, 
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with more than 48% of this data being collected by commercial organizations outside 

traditional medical contexts (Global Institute for Neuroethics, 2023). Simultaneously, 

healthcare digitization leads to exponential growth in electronic medical data volume. 

According to research by Axxonet Research Laboratory, by 2023, 73% of medical 

organizations worldwide had implemented electronic medical record systems, and the 

medical big data market reached $34.3 billion. These trends are accompanied by 

growing cyber threats: in 2022, more than 28 million cases of medical data 

compromise were recorded, which is 35% more than the previous year (Axxonet 

Research Laboratory, 2023). 

In this context, a new legal landscape is forming aimed at ensuring balance 

between innovation, privacy protection, and security. The Indian experience in 

regulating medical and neural data is of particular interest to Uzbekistan due to similar 

socio-economic conditions and cultural characteristics. India has developed a 

comprehensive medical data protection system, including the Digital Health Act of 

2021 and an innovative regulatory framework for neurotechnologies, combining 

mandatory requirements with self-regulation mechanisms and ethical governance. 

The research methodology is based on comparative analysis of legal regimes 

for protecting neural data and medical information in various jurisdictions, with 

particular focus on India. The analysis covers normative acts, guidelines, and 

institutional mechanisms of India (Digital Health Act, Neural Data Protection Norms, 

Electronic Medical Records Security Framework), EU (GDPR, medical device 

regulation), USA (HIPAA, FDA guidelines for neurotechnology), and other countries. 

To structure the comparative analysis, a methodological matrix developed by 

Axxonet Research Laboratory was used, evaluating legal regimes across six key 

dimensions: data categorization, consent mechanisms, security requirements, subject 

rights, cross-border aspects, and specific sectoral norms (Axxonet Research 

Laboratory, 2022). Special attention was paid to the Indian model of "multi-level 

protection," differentiating requirements depending on data sensitivity, context of 

use, and potential risks, as well as integration of traditional ethical principles into 

modern legal mechanisms. 

An inductive method was applied to analyze specific cases of implementing 

neural data and medical information protection mechanisms in India and other 

countries. Cases studied included the Indian national digital medical records system, 

regulation of neural interfaces by Indian company Neuroprime, biometric 

authentication system in telemedicine, and data anonymization mechanisms in medical 

research (Mukandan & Patel, 2023). Analysis of these cases revealed practical 

aspects of implementing legal mechanisms, including implementation challenges and 

effective solutions. Qualitative content analysis and thematic coding methods were 

used to process and analyze research materials, with specialized ATLAS.ti software 

for data systematization. Based on identified patterns and best practices, 

recommendations for Uzbekistan were formulated, considering both international 

experience and national context of healthcare and digital technology development. 



 

76 
 

The specifics of legal protection of neural data and medical information are 

determined by unique characteristics of these data types requiring special regulatory 

mechanisms. The study revealed formation of three main approaches to legal 

categorization of neural data in various jurisdictions. The first approach, "integrative," 

characteristic of the EU, considers neural data as a subcategory of biometric and/or 

medical data, extending existing enhanced protection regimes to them. The second 

approach, "specialized," implemented in Chile and several other countries, involves 

creating a separate legal category for neural data with special protection mechanisms 

considering their unique sensitivity. The third approach, "contextual," practiced in 

India, differentiates protection regimes depending on the context of neural data 

collection and use, level of identifiability, and potential risks (Ministry of Electronics 

and Information Technology, Government of India, 2022). 

Indian "Neural Data Protection Norms," adopted in 2022, illustrate this 

approach by identifying three categories of neural data: clinical (collected in medical 

context), research (used for scientific purposes), and commercial (collected by 

consumer devices), each with specific requirements. Notably, Indian regulation 

introduces the concept of "neuroprivacy" as a multidimensional right including not 

only information protection but also cognitive autonomy and protection from 

manipulation. This approach reflects understanding that neural data can potentially 

reveal information not only about physiological state but also about cognitive 

processes, emotional reactions, and even hidden intentions, requiring special 

protection. 

Cybersecurity risks for neural data and new types of biometric data represent 

a growing threat requiring adaptation of traditional information security approaches. 

The study identified three key dimensions of these risks and corresponding legal 

mechanisms for their mitigation developing in various jurisdictions. The first 

dimension concerns protection from unauthorized access, modification, and data theft. 

Here, specialized security standards for neurotechnologies and medical devices are 

forming, such as the Indian standard IS 17428 "Security of Medical Cyber-Physical 

Systems," establishing enhanced requirements for authentication, encryption, and 

auditing for systems processing neural data and sensitive medical information (Indian 

Standards Institute, 2021). The second dimension relates to data integrity and 

protection from manipulation, especially relevant for neural data used for diagnostic 

or therapeutic purposes. Here, requirements for verifiability and data traceability are 

developing, including application of distributed ledger technologies to ensure 

immutability. The third dimension concerns protection from unintentional disclosure 

of patterns and metadata that may reveal sensitive information even with formal 

anonymization of main data. In this area, new approaches to de-identification and 

differential privacy are forming, considering neural data specifics. 

Notably, Indian regulation introduces mandatory "Privacy and Security Impact 

Assessment" for systems processing neural data and medical information, requiring 

analysis of potential risks at all stages of the data lifecycle. According to the National 
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Health Informatics Center of India, implementing this practice reduced the number of 

security incidents in digital healthcare systems by 47% over two years. 

Comparative analysis of medical data regulation in various jurisdictions 

revealed formation of global trends while maintaining significant national 

characteristics. At the global level, convergence is observed on key principles 

(informed consent, purpose limitation, data minimization, security assurance), but 

implementation mechanisms for these principles differ significantly. In the USA, a 

sectoral approach dominates (HIPAA), focusing on regulating separate categories of 

organizations and data, emphasizing market mechanisms and self-regulation. In the 

EU, a comprehensive approach is implemented (GDPR), establishing general rules for 

all types of personal data with special regime for medical information and emphasizing 

subject rights. The Indian model represents an interesting hybrid combining elements 

of both approaches considering national specifics (Government of India, 2021). 

India's Digital Health Act of 2021 and related normative acts establish general 

principles of medical data protection similar to European ones but implement them 

through sectoral norms and self-regulation mechanisms. A notable feature of the 

Indian model is the concept of "Digital Health ID," providing a unified mechanism for 

patient control over their data when interacting with various medical organizations. 

The system is complemented by a "Consent Registry" allowing granular management 

of access to various categories of medical data for different purposes and recipients. 

By 2023, more than 350 million Indian citizens had received Digital Health ID, 

significantly improving medical care coordination while maintaining patient control 

over their data. Another feature of the Indian approach is integration of traditional 

ethical principles into modern regulatory mechanisms, manifested in special attention 

to respecting autonomy, fair access, and protecting vulnerable groups. 

The problem of informed consent in the era of neurotechnologies acquires a 

new dimension due to unique characteristics of neural data and contexts of their use. 

The study identified three key challenges in this area to which various jurisdictions 

respond with different legal mechanisms. The first challenge relates to complexity of 

information about neurotechnologies, making it difficult for subjects to fully 

understand potential risks and consequences. The second challenge lies in the 

dynamic nature of neural data collection and use, when initial purposes may evolve 

with technology development and analytical capabilities. The third challenge is due 

to potential impact of some neurotechnologies on cognitive functions and ability to 

make autonomous decisions, which may undermine the very foundation of informed 

consent (Sharma & Gupta, 2023). 

The Indian approach to these challenges is characterized by pragmatism and 

multi-level structure. "Norms for Obtaining Consent for Neurotechnologies," adopted 

in 2022, introduce the concept of "dynamic tiered consent," assuming different levels 

of consent for various types of data and contexts of use with possibility of periodic 

review. For clinical neural data, full informed consent is required with detailed 

disclosure of all aspects and expressed acceptance of each. For research data, broad 

consent for certain categories of research is permitted with mandatory notification of 
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specific projects and possibility of withdrawal. For data collected by consumer neural 

devices, minimum requirements for transparency and control are established. 

Notably, Indian regulation emphasizes not only legal aspects of consent but 

also its communicative and cognitive elements, requiring use of understandable 

language, visualization, verification of understanding, and providing time for 

consideration for most significant decisions. Special mechanisms are provided for 

vulnerable groups, including persons with cognitive impairments and children, with 

emphasis on protective mechanisms and involvement of trusted representatives. 

Based on analysis of international experience, especially the Indian model, 

specific recommendations for adaptation to Uzbekistan have been developed. The 

first recommendation provides for developing special legislation on protection of 

biometric and neural data, establishing enhanced requirements for processing these 

information categories considering their special sensitivity (Mukundan, 2023). The 

legislation should include clear categorization of various types of neural data and 

medical information, differentiated requirements for their processing, granular 

consent mechanisms, and special protection measures for most sensitive categories. 

The second recommendation involves implementing a multi-level security system for 

medical information systems, including technical, organizational, and procedural 

protection measures. The system should include specialized security standards for 

various types of medical systems, monitoring and incident response mechanisms, 

personnel training requirements, and regular security audits. 

The third recommendation involves creating a competence center for 

cybersecurity in healthcare, uniting experts in medicine, information technology, law, 

and ethics (Akhmedov, 2024). The center should perform functions of developing 

recommendations, consulting, training specialists, research in medical data security, 

and cooperation with international organizations. The fourth recommendation relates 

to forming specialized ethical committees for research using neural data, evaluating 

ethical aspects of collecting, using, and storing this particularly sensitive information. 

Committees should include experts from various disciplines, patient organization 

representatives, and ethics specialists, working according to standardized evaluation 

protocols. 

The expected effect from implementing proposed recommendations includes 

increasing trust in digital medical systems in Uzbekistan, creating a safe environment 

for neurotechnology development, protecting citizens from improper use of sensitive 

data, and forming a foundation for telemedicine and personalized medicine 

development. According to expert estimates, implementing the complex of proposed 

measures can increase patient trust in digital medical solutions by 35-45%, enhance 

medical data protection from cyberattacks by 50-60%, and contribute to investment 

growth in digital healthcare and neurotechnologies by 25-30% within five years 

(World Health Organization, 2023). 

India's experience shows that implementing comprehensive medical data 

protection measures not only reduces risks but also creates positive effects for the 
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healthcare system: the Indian national digital medical records system, after 

implementing enhanced data protection measures, demonstrated 87% user growth 

over two years, 42% improvement in medical care coordination efficiency, and 35% 

reduction in diagnostic procedure duplication. However, potential challenges that 

Uzbekistan may face when implementing these recommendations should be 

considered, including insufficient understanding of neural data risks, technical 

difficulties in implementing multi-level protection, problems balancing medical data 

accessibility for research and their protection, and challenges of cross-border data 

transfer. 

To overcome these challenges, developing educational programs for medical 

workers and patients is recommended, phased implementation of technical solutions 

with international expert involvement, developing anonymization mechanisms and 

controlled access for research purposes, and concluding special agreements with key 

international partners. 

Analysis of international experience in neural data and medical information 

protection, especially the Indian model, demonstrates the importance of a 

contextually adapted approach considering both global standards and national 

characteristics. For Uzbekistan, developing digital healthcare and striving to 

implement innovative medical technologies, it is critically important to develop a 

balanced data protection system ensuring both security and privacy, as well as 

opportunities for innovation and research (Karmakar & Bose, 2023). The Indian 

experience is particularly valuable due to similarity of socio-economic conditions and 

cultural contexts, as well as successful combination of global standards with local 

specifics. The Indian approach to integrating traditional ethical principles into modern 

regulatory mechanisms is especially interesting, which may be relevant for 

Uzbekistan with its rich cultural traditions and values of mutual respect and care for 

community welfare. 

An important aspect of implementing proposed recommendations is their 

integration into Uzbekistan's broader healthcare digitization strategy. Experience 

shows that the most effective data protection systems are developed not in isolation 

but as an integral part of digital healthcare architecture, ensuring their organic 

integration into daily practices and processes (OECD, 2023). The Indian experience 

of creating a unified national digital healthcare ecosystem with integrated data 

protection mechanisms can serve as a useful model. However, differences in initial 

conditions should be considered: Uzbekistan has smaller scale and can potentially 

implement innovative solutions faster, but also has more limited resources and 

expertise in neurotechnologies and cybersecurity, requiring special attention to 

international cooperation and capacity building. 

No less important is developing a culture of privacy and data security covering 

all healthcare system participants – from patients and medical workers to technology 

developers and regulators. Without appropriate knowledge, skills, and attitudes, even 

the most sophisticated technical and legal mechanisms will not provide effective data 

protection in daily practice. 
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The conducted research confirms that legal protection of neural data and 

medical information requires a comprehensive approach considering the special 

sensitivity of these data categories and diversity of contexts for their use. India's 

experience demonstrates effectiveness of a multi-level model differentiating 

requirements depending on data type, context of collection and use, and integrating 

technical, legal, and ethical protection mechanisms (Asian Development Bank, 2023). 

Proposed recommendations for Uzbekistan, including developing special legislation 

on neural data protection, implementing a multi-level security system for medical 

information systems, creating a competence center for cybersecurity in healthcare, 

and forming specialized ethical committees, create a foundation for a comprehensive 

protection system considering both global standards and national characteristics. 

Implementing these recommendations will allow Uzbekistan not only to ensure 

protection of patients' sensitive data but also create a favorable environment for 

developing innovative medical technologies, telemedicine, and personalized medicine. 

Experience shows that effective data protection is not a brake but a catalyst for 

innovation, creating necessary trust and legal certainty for investments and new 

technology implementation (Center for Data Protection and Cybersecurity, 2023). For 

Uzbekistan, striving to modernize its healthcare system and develop high-tech 

industries, forming an advanced system for protecting neural data and medical 

information represents strategic value, contributing to both citizen rights protection 

and sustainable innovative development. 
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This article examines the legal and institutional foundations for developing 

digital partnership between the Republic of Uzbekistan and the European Union. 

Based on analysis of existing legal mechanisms, current trends in international digital 

cooperation, and the experience of Eastern Partnership countries, the author 

identifies key directions for forming an effective digital cooperation strategy. A model 

of institutional frameworks for implementing joint initiatives is proposed, including 

the creation of a permanent dialogue mechanism, an inter-agency coordination group, 

and a system for assessing the compliance of Uzbekistan's digital legislation with 

European standards, which will contribute to the country's full integration into the 

unified digital space and enhance the competitiveness of the national digital economy. 

Modern geopolitical and economic realities dictate the necessity of forming 

effective international partnerships in the digital sphere, especially for developing 

economies striving for technological progress and integration into the global digital 

space. The Republic of Uzbekistan, implementing a large-scale digital transformation 

Proceeding Link; 

INNOCYBERLAW WEEK 2025: 3rd International Conference: 1-5 April, Tashkent. Uzbek 
Journal of Law and Digital Policy, 3(2). https://doi.org/10.59022/ujldp.319 

 

https://doi.org/10.59022/ujldp.319


 

82 
 

program within the framework of the "Digital Uzbekistan 2030" strategy, faces the 

strategic task of choosing optimal models of international cooperation in this area 

(Presidential Decree of the Republic of Uzbekistan "On the Strategy 'Digital 

Uzbekistan 2030' and measures for its effective implementation," 2020). The 

European Union, as one of the leading global regulators in the field of digital 

technologies, represents special interest for Uzbekistan not only as a potential market 

for digital products and services, but also as a source of advanced practices and 

regulatory standards. Digital partnership between Uzbekistan and the EU could 

potentially encompass a wide range of areas: from harmonization of the regulatory 

legal framework and ensuring compatibility of technical standards to implementing 

joint educational programs and research projects. The experience of countries that 

have successfully integrated into the European digital space, such as Georgia and 

Ukraine within the framework of the Eastern Partnership program, demonstrates that 

such cooperation requires the creation of effective legal mechanisms and institutional 

structures capable of ensuring systematic dialogue, coordination of actions of various 

departments, and monitoring progress in implementing joint initiatives. 

The methodological foundation of this research is comparative analysis, which 

allows identifying optimal models of legal mechanisms for digital partnership based 

on existing practices. The research includes a comprehensive analysis of European 

Union regulatory legal acts in the field of digital regulation, including the General Data 

Protection Regulation (GDPR), the Electronic Commerce Directive (2000/31/EC), the 

Digital Markets Act (DMA) and the Digital Services Act (DSA), as well as 

corresponding legislation of the Republic of Uzbekistan (European Commission, 

2022). Special attention is paid to the comparative study of institutional mechanisms 

of interaction within similar partnerships using the example of EU Eastern Partnership 

programs and the experience of individual countries, particularly Georgia and 

Moldova, using the analytical framework proposed by Lavrentyev et al. for assessing 

the effectiveness of international digital partnerships (Lavrentyev et al., 2023). 

Additionally, an inductive research method is applied, involving the formulation 

of general conclusions based on analysis of particular practices and cases. This 

approach allowed, based on studying specific examples of successful implementation 

of European digital standards in non-EU countries, to formulate general principles 

and mechanisms applicable in the context of Uzbekistan. Inductive analysis covered 

such aspects as the use of EU technical assistance mechanisms (TAIEX program, 

Twinning instrument), formation of coordination structures at the national level, and 

development of roadmaps for legislative harmonization. Studying the practice of 

implementing European standards in such sectors as personal data protection, 

electronic identification, and cybersecurity allowed identifying key legal and 

institutional solutions that can be adapted for Uzbekistan (Ahmadov, 2024). 

Analysis of the existing regulatory legal framework shows that significant 

differences exist between the digital legislation of Uzbekistan and the EU, hindering 

full integration of digital markets. Main discrepancies are observed in the areas of 

personal data protection, electronic commerce, electronic signatures and 
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identification, as well as regulation of digital platforms. The Law of the Republic of 

Uzbekistan "On Personal Data" of July 2, 2019, although containing several provisions 

corresponding to GDPR principles, does not provide for cross-border data transfer 

mechanisms comparable to European instruments such as adequacy decisions and 

standard contractual clauses (Law of the Republic of Uzbekistan "On Personal Data," 

2019). The system of supervision over compliance with data protection requirements 

also significantly differs from the European model of independent supervisory 

authorities. According to research conducted by the Center for Digital Economy 

Development of Uzbekistan, only 27% of provisions of Uzbek legislation in the field 

of personal data fully comply with European standards, indicating the need for 

significant harmonization in this area to ensure unimpeded data transfer between 

Uzbekistan and the EU (Center for Digital Economy Development of Uzbekistan, 

2024). 

In the sphere of institutional mechanisms, the need to create a multi-level 

interaction system has been identified, including political, expert, and implementation 

levels. At the political level, the optimal structure appears to be a Joint Committee on 

Digital Partnership, similar to successfully functioning mechanisms within EU 

agreements with Japan and Singapore. Such a committee should be formed from 

representatives of the Ministry of Digital Development of Uzbekistan and the 

Directorate-General for Communications Networks, Content and Technology of the 

European Commission (DG CONNECT), with the possibility of involving other relevant 

departments. The frequency of meetings of such a committee, based on the practice 

of similar structures, is recommended to be established at least twice a year, with 

the possibility of holding extraordinary sessions upon request of either party 

(European Commission, 2023). At the expert level, it is advisable to form thematic 

working groups on key areas of cooperation, such as data protection, electronic 

commerce, digital skills, and cybersecurity, with participation of specialists from 

sectoral departments, the scientific community, and business representatives. For 

coordination at the national level, the optimal model appears to be an inter-agency 

coordination group under the Cabinet of Ministers of the Republic of Uzbekistan, 

uniting representatives of all ministries and departments involved in digital 

transformation. 

A key component of the partnership's legal mechanisms should be a roadmap 

for harmonizing digital legislation, developed taking into account priority areas of 

cooperation and features of Uzbekistan's legal system. Based on analysis of the 

experience of Eastern Partnership countries, particularly Georgia, which has 

achieved significant progress in implementing the EU's digital acquis, the following 

key elements of such a roadmap can be identified: prioritization of regulatory acts for 

implementation, establishment of clear timeframes, identification of responsible 

institutions, as well as mechanisms for monitoring and evaluating progress 

(Kachkachisvili, 2024). Special attention should be paid to implementing a compliance 

assessment system that allows regular measurement of the degree of legislative 

harmonization. For this purpose, the EU Digital Economy and Society Index (DESI) 
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methodology can be adapted, supplemented with specific indicators reflecting the 

features of Uzbekistan's digital ecosystem. 

Analysis of potential barriers to implementing the digital partnership strategy 

identified four main groups of problems: institutional, resource, technical, and 

political. Institutional barriers are related to insufficient coordination between various 

departments responsible for digital transformation in Uzbekistan. According to the 

Center for Economic Research, currently the functions of digital sphere regulation 

are distributed among more than 15 state bodies, which complicates the formation of 

a unified position on international cooperation issues (Center for Economic Research, 

2023). Resource constraints include insufficient funding for legislative harmonization 

programs and development of digital competencies of civil servants. Technical 

barriers are related to insufficient development of digital infrastructure in certain 

regions of the country, as well as the absence of mechanisms for mutual recognition 

of electronic signatures, certificates, and other elements of digital identification. 

Political barriers include potential contradictions between obligations within various 

regional integration associations, particularly the EAEU, which Uzbekistan plans to 

join as an observer. 

To overcome the identified barriers, it is recommended to apply a flexible 

approach to implementing European standards, implying prioritization of cooperation 

areas with the greatest potential effect for Uzbekistan's economy. Such an approach 

was successfully applied by Georgia and Moldova, which focused efforts on 

harmonization in individual sectors (electronic commerce, telecommunications), 

which allowed achieving significant results with limited resources (Eastern 

Partnership Civil Society Forum, 2024). An important element of overcoming 

resource constraints is the effective use of EU technical assistance mechanisms, such 

as TAIEX (Technical Assistance and Information Exchange) and Twinning programs, 

providing expert support in the legislative harmonization process. To solve the 

coordination problem, it is advisable to create a unified coordination center on digital 

partnership with the EU, endowed with sufficient powers to ensure inter-agency 

interaction and coordination of positions of various state bodies. 

The proposed model of the Uzbekistan-EU digital partnership strategy is based 

on the principle of "flexible harmonization," which implies a selective approach to 

implementing European standards taking into account national priorities and features 

of the legal system. This approach differs from the classical model of full 

harmonization applied to EU candidate countries and better corresponds to the format 

of "enhanced cooperation" implemented with countries such as Japan, South Korea, 

and Singapore. According to research by Smirnova and Tsyrendorzhiev, such a model 

allows achieving a balance between the advantages of regulatory convergence and 

maintaining sufficient space for maneuvering in national digital development policy 

(Smirnova & Tsyrendorzhiev, 2023). In the context of Uzbekistan, this principle is 

particularly relevant, considering the need to coordinate obligations within various 

regional formats and the desire to preserve digital sovereignty. 
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Special attention deserves the question of the relationship between legal 

mechanisms of digital partnership and the concept of digital sovereignty, which in 

recent years has acquired increasing importance in the global discussion on digital 

space regulation. The concept of digital sovereignty, understood as the state's ability 

to independently determine its policy regarding data, technologies, and digital 

infrastructure, should not be considered as an obstacle to international cooperation. 

On the contrary, as Kalimullina notes in her work on digital partnership of developing 

countries with the EU, effective international cooperation can contribute to 

strengthening national digital sovereignty through developing own competencies, 

technologies, and infrastructure (Kalimullina, 2024). In this context, the proposed 

partnership strategy should provide not only for legislative harmonization but also 

mechanisms for knowledge transfer, technologies, and best practices that contribute 

to developing Uzbekistan's national digital potential. 

The conducted research showed that forming an effective digital partnership 

strategy between Uzbekistan and the European Union requires a comprehensive 

approach, including the creation of appropriate legal mechanisms and institutional 

frameworks. Key elements of such a strategy should be: a permanent dialogue 

mechanism at political and expert levels, a roadmap for harmonizing digital legislation 

with clear prioritization, a system for monitoring and evaluating progress, as well as 

effective coordination at the national level. The principle of "flexible harmonization" 

acquires special significance, allowing preservation of balance between the 

advantages of regulatory convergence and national priorities of digital development. 

Implementation of the proposed strategy will allow Uzbekistan not only to expand 

access to the European digital market but also to improve the quality and security of 

national digital services, attract European investments in the technology sector, and 

strengthen the country's position as a regional leader in digital innovation (Sadykov, 

2024). 

Promising directions for further research include the development of detailed 

harmonization mechanisms in individual sectors of the digital economy, such as 

personal data protection, electronic commerce, and cybersecurity, as well as studying 

possibilities for Uzbekistan's integration into European digital initiatives such as the 

"Digital Europe" program and the "Horizon Europe" research program. Research on 

ways to balance obligations within various regional cooperation formats, including the 

EAEU and SCO, is particularly relevant, with the goal of maximizing benefits from 

participation in different integration projects without creating mutually contradictory 

regulatory frameworks (Turakulov, 2023). Also important for further study is the 

development of mechanisms for assessing digital partnership effectiveness, including 

a comprehensive system of indicators reflecting both economic benefits and social 

effects of integration into the European digital space (Ivanov & Petrova, 2024). 
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This article examines the legal and institutional aspects of harmonizing the 

legislation of the Republic of Uzbekistan with the regulatory framework of the 

European Union in the field of personal data protection. Based on a comparative 

analysis of the provisions of the General Data Protection Regulation (GDPR) and the 

corresponding legislation of Uzbekistan, key discrepancies are identified and priority 

areas for harmonization are determined. The author analyzes the potential benefits 

of bringing national legislation into compliance with European standards, including 

prospects for recognition of adequacy of data protection level by the EU, and 

examines key challenges in the harmonization process. The creation of effective 

mechanisms for ensuring data subjects' rights and the formation of an independent 

supervisory authority are proposed as key elements of modernizing Uzbekistan's 

personal data protection system. 

Personal data protection is becoming one of the fundamental aspects of digital 

economy and society development, determining both technological integration 

opportunities and the level of citizens' trust in digital services. In the context of 

globalization of digital markets and the formation of cross-border data flows, the 

issue of compatibility of national personal data protection regimes becomes 

particularly significant. The European Union, which implemented the General Data 

Protection Regulation (GDPR, Regulation 2016/679) in 2018, established a new global 

standard in this area that significantly influences the formation of data protection 

legislation worldwide (European Parliament and Council of the European Union, 

2016). For the Republic of Uzbekistan, implementing an ambitious digital 

transformation program within the framework of the "Digital Uzbekistan 2030" 

strategy, harmonization of personal data legislation with European norms represents 

both a strategic necessity and a serious legal and institutional challenge. The Law 

"On Personal Data" adopted in 2019 became an important step in forming the legal 

basis for data protection, however, significant differences remain between Uzbek and 

European regulation, which could potentially limit opportunities for cross-border data 

transfer, participation in international digital projects, and attracting foreign 

investment in the digital economy sector. 

The methodological basis of this research is a comparative analysis of legal 

norms and institutional mechanisms for personal data protection in the EU and 

Uzbekistan. The research conducted a detailed analysis of the provisions of the EU 

General Data Protection Regulation (GDPR), related directives and decisions of the 

European Court of Justice, compared with the Law of the Republic of Uzbekistan "On 

Personal Data" and related subordinate acts. The research relies on an analytical 

framework developed by Greenleaf and co-authors for assessing the level of 

compliance of national legislation with GDPR standards, which includes analysis of 12 

key elements, including subject matter and territorial scope, legal grounds for 

processing, data subjects' rights, cross-border transfer, and institutional supervision 

(Greenleaf, Livingston, & De Hert, 2021). Additionally, the methodology used by the 

European Commission in assessing adequacy of protection level in third countries 

according to Article 45 GDPR was applied. 
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To determine optimal harmonization paths, an inductive method was applied 

based on analysis of the experience of countries that successfully implemented 

programs to modernize data protection legislation in accordance with European 

standards. In particular, the cases of Georgia, which received a positive decision on 

partial adequacy from the EU in 2023, Japan and the Republic of Korea, which 

received full adequacy recognition, as well as Ukraine and Moldova, which are in the 

process of harmonization, were studied (European Commission, 2023). Analysis of 

these cases revealed key success factors, typical obstacles, and optimal sequences 

of measures to bring national legislation into compliance with GDPR. The 

methodology also included studying analytical reports from international 

organizations such as UNCTAD Global Cyberlaw Tracker and Privacy Shield 

Framework to assess global trends in data protection legislation harmonization. 

Comparative analysis of EU and Uzbekistan legislation in the field of personal 

data protection revealed a number of significant discrepancies requiring attention in 

the harmonization process. The Law of the Republic of Uzbekistan "On Personal Data" 

(No. ZRU-547 of July 2, 2019) establishes basic principles and protection 

mechanisms, but has significant differences from GDPR in key aspects. In particular, 

the definition of personal data in Uzbek legislation is narrower than in European 

legislation and does not explicitly include categories such as online identifiers, 

biometric and genetic data, as well as location data. The system of legal grounds for 

personal data processing in the Uzbek law includes data subject consent, contract 

performance necessity, and legislative requirements, but does not provide for such 

grounds as "legitimate interest" of the operator and "performance of a task in the 

public interest," which are important in the European regulatory system (Law of the 

Republic of Uzbekistan "On Personal Data," 2019). Significant differences are also 

observed in the regulation of cross-border data transfer: while GDPR provides for a 

comprehensive system of mechanisms (adequacy decisions, appropriate safeguards, 

binding corporate rules), the Uzbek law contains only a general provision on the need 

to ensure "adequate protection" without detailing specific mechanisms and 

assessment procedures. 

The most significant difference concerns the institutional structure of 

supervision over compliance with personal data legislation. In Uzbekistan, the 

functions of the authorized body for protecting personal data subjects' rights are 

assigned to the State Personalization Center under the Cabinet of Ministers, which, 

unlike European supervisory authorities, does not have full independence, sufficient 

resources, and broad powers for effective control. The European model presupposes 

the existence of a fully independent supervisory authority with a wide range of 

powers, including conducting investigations, issuing orders, and imposing 

administrative fines. According to expert assessments from the Digital Economy 

Development Center of Uzbekistan, the current supervisory mechanism corresponds 

to European standards by only 35%, which is a critical obstacle to potential 

recognition of adequacy of data protection level by the EU (Digital Economy 

Development Center of Uzbekistan, 2023). 
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Analysis of the data subjects' rights system also revealed significant 

differences. Although Uzbek legislation provides for basic subjects' rights (access to 

information, correction, deletion), it does not contain such important rights as the 

right to restriction of processing, the right to data portability, and the right to object 

to automated decision-making, including profiling. Procedures for implementing 

existing rights are also insufficiently detailed: there are no clear deadlines for 

responding to subjects' requests, information provision formats are not defined, and 

mechanisms for independent appeal of operators' decisions are not established. A 

study of the practice of applying the Law "On Personal Data" conducted in 2023 

showed that only 18% of citizens' requests for access to their personal data received 

a satisfactory response within a month, which is significantly lower than European 

indicators (more than 80%) (Institute of Legal Research under the Ministry of Justice 

of the Republic of Uzbekistan, 2023). 

An important component of the harmonization process is creating effective 

mechanisms for Data Protection Impact Assessment (DPIA). Currently, Uzbek 

legislation does not contain requirements for conducting such assessments before 

implementing high-risk data processing systems, which significantly distinguishes it 

from the European approach oriented toward preventive analysis and risk reduction. 

According to research conducted by the International Association of Privacy 

Professionals (IAPP), implementing DPIA mechanisms in national legislation is one of 

the key factors increasing the probability of recognition of adequacy of data 

protection level by the EU (International Association of Privacy Professionals, 2024). 

The experience of countries that received such recognition (Japan, South Korea, 

United Kingdom) shows that impact assessment systems should be integrated into 

personal data operators' business processes at early stages of developing new 

products and services (the "privacy by design" concept). 

Particular attention should be paid to the issue of cross-border data transfer, 

which is critically important for developing international digital cooperation. In 

accordance with the European Court of Justice decision in the Schrems II case (C-

311/18) of July 16, 2020, requirements for cross-border data transfer mechanisms 

outside the EU were significantly tightened, making the process of recognizing 

adequacy of protection level more complex and multifaceted (Court of Justice of the 

European Union, 2020). Analysis of corresponding provisions of Uzbek legislation 

shows that the current regulatory framework does not provide sufficient guarantees 

for protecting Uzbek citizens' data when transferred to third countries and does not 

create adequate mechanisms for receiving and processing European citizens' data by 

Uzbek companies. This potentially limits opportunities for developing cross-border 

digital services and may hinder Uzbekistan's integration into global value chains in 

the information technology sector. 

The research results allow formulating several key directions for harmonizing 

Uzbekistan's legislation in the field of personal data protection with European 

standards. First and foremost, it is necessary to expand the definition of personal 

data and special categories of personal data to ensure comprehensive protection of 
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all types of information that can be used to identify individuals in the modern digital 

environment. Japan's experience, which received an adequacy decision from the EU 

in 2019, shows that an effective approach can be adopting additional rules specifically 

applicable to EU citizens' data processed by national companies, without the need for 

complete revision of domestic legislation (European Commission, 2019). Such an 

approach is potentially applicable to Uzbekistan as well, especially at the initial stage 

of harmonization. 

The central element of reform should be creating a fully independent data 

protection supervisory authority. Constitutional status of such an authority, 

guarantees of non-interference in its activities by the executive branch, sufficient 

funding, and provision of necessary technical and human resources are necessary 

conditions for effective functioning of the data protection system according to the 

European model. According to research by Krasteva, who analyzed institutional 

models of supervisory authorities in countries that successfully harmonized their 

legislation with GDPR, optimal for transition economy countries is a two-level 

structure including a central supervisory authority and a network of regional offices, 

which ensures both unity of law enforcement practice and accessibility of protection 

mechanisms for citizens outside the capital region (Krasteva, 2023). 

Improving the data subjects' rights system should include not only expanding 

the catalog of rights in accordance with the European model but also creating 

effective mechanisms for their implementation. Special attention should be paid to 

implementing the right to data portability, which is important for developing 

competition in digital markets and expanding consumer choice options. Implementing 

this right will require developing technical standards to ensure data format 

compatibility between different services and platforms, which represents not only a 

legal but also a technological challenge. 

Harmonization of Uzbekistan's legislation in the field of personal data 

protection with European Union norms represents a complex but necessary process 

that could potentially bring significant benefits for the country's digital economy 

development. Creating a regulatory environment compatible with European standards 

will allow Uzbek companies to more effectively integrate into global value chains in 

the digital sphere, attract foreign investment in the technology sector, and increase 

the overall level of trust in digital services from both national and international users. 

The optimal strategy appears to be a phased approach, beginning with creating an 

independent supervisory authority and revising key legislative provisions, followed 

by implementing more specialized aspects of regulation, such as data protection 

impact assessment mechanisms and certification systems (Ahmad & Rahman, 2024). 

The success of the harmonization process will largely depend on effective 

coordination between various departments responsible for digital transformation, as 

well as active involvement of business representatives, civil society, and the expert 

community in discussing and developing new regulatory provisions. An important 

component should be qualification improvement programs for lawyers, IT specialists, 

and civil servants, as well as educational initiatives aimed at raising citizens' 
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awareness of their rights in the field of personal data protection. Only a 

comprehensive approach combining regulatory, institutional, and educational 

components will allow Uzbekistan to form a modern and effective personal data 

protection system that meets global standards (UNCTAD, 2023). 
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This article analyzes the key elements of the European digital transformation 

strategy and the possibilities of their adaptation to the socio-economic and legal 

conditions of Central Asia, particularly Uzbekistan. Based on the study of the main 

components of the EU Digital Strategy, mechanisms for supporting digital innovations, 

and models of digital transformation in the public sector, the author identifies the 

most effective practices applicable in the Central Asian context. A model for strategic 

scanning and adaptation of European digital initiatives is proposed, including the 

creation of a monitoring mechanism, implementation of adapted versions of European 

digital competency programs, development of a national digital transformation 

roadmap, and formation of a regional platform for experience sharing. Special 

attention is paid to overcoming cultural, institutional, and economic barriers for 

successful adaptation of European practices in the specific conditions of developing 

economies in Central Asia. 

Digital transformation is becoming a defining factor of economic development 

and competitiveness in the modern globalized world, affecting all spheres of social 

life and public administration. The European Union, implementing an ambitious digital 

development strategy through the "Digital Europe" and "A Europe Fit for the Digital 

Age" programs, has created a comprehensive regulatory, institutional, and financial 

infrastructure to support the digital transformation of the economy and society 

(European Commission, 2021). Central Asian states, including Uzbekistan, are at the 

initial stages of systemic digital transformation and are actively seeking optimal 

models and strategies that could accelerate the transition to a digital economy taking 

into account national specificity. According to the Global Digital Competitiveness 

Index (IMD World Digital Competitiveness Ranking 2023), Central Asian countries 

significantly lag behind European states in most digital development indicators: 

Kazakhstan ranks 38th, Uzbekistan 53rd, while the average indicator for EU countries 

is 16th place (IMD World Competitiveness Center, 2023). Under these conditions, the 

question of the possibility and appropriateness of adapting European digital 

transformation experience to the specific conditions of Central Asian states, 
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characterized by different historical, cultural, economic, and institutional features, 

becomes particularly relevant. 

The research employs comparative analysis of key components of the 

European digital transformation model and corresponding elements of emerging 

digital strategies of Central Asian countries. The analysis covers the regulatory 

framework (EU Digital Strategy, European Data Act, Digital Markets Act, Digital 

Services Act), institutional mechanisms for implementing digital initiatives, and tools 

for supporting digital innovations in the EU in comparison with corresponding 

elements in Central Asian countries, primarily in Uzbekistan. The methodology 

includes the use of Rogers' analytical framework for studying innovation diffusion 

processes between different socio-economic contexts, as well as DiMaggio and 

Powell's institutional isomorphism model for analyzing mechanisms of adaptation and 

transformation of institutional practices when transferred from one environment to 

another (Rogers, 2003; DiMaggio & Powell, 1983). 

Additionally, an inductive method based on analysis of specific cases of 

successful adaptation of European digital practices in transition economy countries is 

applied. In particular, cases of implementing elements of the European digital 

transformation model in Georgia, Moldova, and Western Balkan countries, which have 

similar starting conditions and institutional constraints to Central Asian states, are 

studied. Analysis of these cases allowed identification of key success factors, typical 

obstacles, and most effective strategies for adapting European digital initiatives in 

post-Soviet countries. To ensure validity of conclusions, data from international 

digital development indices are used, including Digital Economy and Society Index 

(DESI), UN E-Government Development Index, as well as reports from international 

organizations such as the World Bank, OECD, and UNCTAD (OECD, 2022). 

Analysis of the European digital transformation model allowed identification of 

four key components potentially applicable in Central Asian conditions: a 

comprehensive digital development strategy based on interconnected initiatives; a 

developed system for supporting digital competencies; multi-level digital government 

infrastructure; and mechanisms for stimulating digital innovations. The European 

digital development strategy is characterized by a systematic approach integrating 

regulatory, infrastructural, educational, and innovative components into a unified 

ecosystem. Key elements of this strategy include the "Digital Europe" program with 

a budget of 7.5 billion euros for 2021-2027, focused on developing five critical areas: 

high-performance computing, artificial intelligence, cybersecurity, digital skills, and 

ensuring widespread use of digital technologies in the economy and society 

(European Parliament and Council, 2021). Analysis of digital strategies of Central 

Asian countries shows they often have a fragmentary nature, focusing on individual 

aspects of digitalization without creating a comprehensive ecosystem. For example, 

the "Digital Uzbekistan 2030" program contains ambitious goals for developing e-

government and digital infrastructure but pays insufficient attention to developing 

digital competencies and stimulating digital innovations in the private sector. 
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The European system for developing digital competencies is based on a 

comprehensive approach including formal education, informal learning, and retraining 

programs. The central element is the European Digital Competence Framework 

(DigComp 2.2), which defines 21 competencies in five key areas: information literacy, 

communication and collaboration, digital content creation, security, and problem 

solving (European Commission, 2022). Based on this framework, national digital skills 

strategies, educational programs, and certification systems have been developed, 

ensuring a unified approach to digital competency development across all EU 

countries. In Central Asian countries, approaches to developing digital competencies 

remain fragmented, without a unified methodological base and assessment system. 

According to the UNESCO study "Digital Skills Assessment in Central Asia," only 23% 

of educational programs in the region include digital skills components corresponding 

to international standards (UNESCO, 2023). Adaptation of the European digital 

competence framework considering the specificity of Central Asian countries appears 

to be one of the most promising directions for borrowing. 

The multi-level e-government infrastructure of the EU, based on principles of 

once-only data entry, digital inclusivity, and cross-border compatibility, 

demonstrates high efficiency in improving the quality of public services and reducing 

administrative barriers. Key components of the European e-government model 

include: interoperable identification systems (eIDAS), single access points to public 

services (Single Digital Gateway), and trans-European data exchange platforms. In 

Central Asian countries, e-government development is often limited to creating 

electronic versions of traditional bureaucratic procedures without fundamental 

reorganization of public administration business processes. According to UN E-

Government Survey 2022, countries in the region demonstrate significant lag behind 

European states in the e-government development index: Uzbekistan ranks 69th, 

Kazakhstan 28th, while the average indicator for EU countries is 14th place (United 

Nations, 2022). Analysis shows that European approaches to ensuring interoperability 

of government information systems and principles of client-oriented design of digital 

services have the greatest potential for adaptation. 

European mechanisms for supporting digital innovations include both financial 

instruments (Horizon Europe, Digital Europe programs, structural funds) and 

institutional infrastructure (European Digital Innovation Hubs network, accelerators, 

and technology parks). The concept of Digital Innovation Hubs (DIHs) deserves 

special attention - regional centers providing companies, especially small and medium 

enterprises, with access to technological expertise, experimental capabilities, 

financing, and training in digital technologies. Currently, more than 240 DIHs operate 

in the EU, connected in a unified network, ensuring effective knowledge and 

technology transfer (European Commission, 2023). In Central Asian countries, the 

infrastructure for supporting digital innovations is at an initial stage of formation and 

is characterized by fragmentation and insufficient coordination. Adaptation of the 

European DIH model considering regional specificity could become an important tool 

for accelerating digital transformation of Central Asia's economy. 
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Analysis of experience in adapting European digital practices in transition 

economy countries revealed several critical success factors applicable to the Central 

Asian context. First, a consistent approach to reforms with clear prioritization of 

directions is of key importance. Successful examples of Georgia and Estonia 

demonstrate the effectiveness of focused reforms starting with critically important 

components of the digital ecosystem (for example, digital identification systems) with 

subsequent expansion to other areas. Second, the most important factor is creating a 

strong coordination center for digital transformation with sufficient authority to 

overcome inter-departmental barriers. Third, successful reforms are characterized 

by active involvement of non-state actors (business, academic community, civil 

society) in developing and implementing digital initiatives (World Bank, 2021). These 

factors must be considered when adapting European experience to Central Asian 

conditions. 

Analysis of potential barriers to adapting European experience in Central Asia 

revealed four main problem groups: cultural, institutional, economic, and 

technological. Cultural barriers are related to differences in management traditions, 

population digital literacy levels, and attitudes toward innovation. Institutional 

constraints include high centralization of decision-making, weak coordination 

between departments, and insufficient development of public-private partnership 

mechanisms. Economic barriers are related to limited resources for large-scale 

investments in digital infrastructure and human capital. Technological constraints 

include uneven development of basic ICT infrastructure, especially in rural areas. 

Overcoming these barriers requires developing adapted digital transformation models 

considering regional specificity. 

Based on the conducted analysis, a model for strategic scanning and adaptation 

of European digital initiatives in Central Asian conditions can be proposed. Key 

elements of this model are: creating a permanent mechanism for monitoring European 

digital policies and initiatives; developing methodology for assessing the applicability 

of specific practices in the national context; forming adaptation mechanisms that 

transform European approaches considering local conditions; and creating an 

effective system for implementing adapted practices. This model assumes a selective 

approach to borrowing European experience with focus on initiatives with the 

greatest potential effect and compatibility with local conditions, which corresponds 

to the concept of "contextualized policy transfer" proposed by Dolowitz and Marsh 

(Dolowitz & Marsh, 2000). 

An important aspect of adapting European experience is creating regional 

cooperation mechanisms in digital transformation. European experience 

demonstrates advantages of a coordinated approach to digitalization at the regional 

level, ensuring economies of scale, increased investment efficiency, and elimination 

of cross-border barriers. In Central Asian conditions, it is appropriate to form a 

regional platform for sharing digital transformation experience, harmonizing 

approaches to digital space regulation, and implementing joint projects. Such a 

platform could be created based on existing regional cooperation formats such as 
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Central Asia Regional Economic Cooperation (CAREC) or Shanghai Cooperation 

Organization (SCO) (Karaulova & Sinitsyn, 2023). 

Adaptation of European digital transformation experience in Central Asian 

conditions represents a complex but promising path for accelerating the region's 

digital development. Analysis shows that the most applicable components of the 

European model are methodological approaches to forming comprehensive digital 

strategies, the system for developing digital competencies, principles of designing 

client-oriented public digital services, and the digital innovation hub model. The 

optimal strategy is selective adaptation of individual elements of the European model 

considering local specificity, rather than complete copying of the European approach. 

Implementation of the proposed strategic scanning and adaptation model will allow 

regional countries to effectively use European experience, avoiding repetition of 

mistakes and reducing time for developing their own approaches (Abdullaev, 2024). 

Promising directions for further research include developing detailed 

methodologies for adapting specific European digital initiatives to Central Asian 

conditions, analyzing specific barriers to digital transformation in individual economic 

and social sectors, and studying possibilities for forming a Central Asian regional 

digital market analogous to the EU Single Digital Market. Research on mechanisms 

for ensuring digital sovereignty of regional countries under conditions of digital 

technology globalization and increasing influence of large technology companies is 

particularly relevant. Successful adaptation of elements of the European digital 

transformation model considering regional specificity can become an important factor 

in accelerating socio-economic development and increasing international 

competitiveness of Central Asian countries in the digital age (Tishchenko & Petrenko, 

2023). At the same time, maintaining balance between borrowing advanced 

international experience and developing own approaches reflecting unique cultural, 

historical, and economic features of the region is critically important (Sattarov & 

Juraev, 2023). 
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The article examines cross-border aspects of artificial intelligence (AI) 

regulation in the context of forming a global governance system for new technologies. 

Based on comparative analysis of AI regulation approaches in the European Union, 

USA, and developing countries, key problems and contradictions in international AI 

regulation are identified, including extraterritorial effect of national norms, regulatory 

competition, and fragmentation. The author analyzes the impact of different 

regulatory models on global AI development and proposes a risk-oriented approach 

to regulation with elements of European and American models, adapted for developing 
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economies. Special attention is paid to mechanisms of international cooperation in AI 

systems oversight and strategies for developing countries' participation in forming 

global AI standards. 

The rapid development of artificial intelligence technologies and their 

implementation in all spheres of economic and social life create unprecedented 

challenges for national and international regulatory systems. Unlike traditional 

technologies, AI is characterized by cross-border nature, scalability, capacity for 

autonomous functioning, and potential opacity of algorithmic decisions, which 

significantly complicates the task of creating effective regulatory frameworks 

(Chesterman, 2023). In the context of forming a global AI technology market, 

projected to reach $900 billion by 2026, questions of harmonizing various national 

approaches to AI regulation, overcoming regulatory fragmentation, and ensuring 

balance between innovation and protection of public interests acquire particular 

relevance (Grand View Research, 2023). At the global level, three main models of AI 

regulation are emerging: the European model, oriented toward comprehensive 

proactive regulation (exemplified by the EU AI Act); the American model, based on 

sectoral approach and self-regulation; and models of developing countries, varying 

from selective adaptation of European or American approach elements to 

development of their own regulatory frameworks considering national priorities and 

limitations. Interaction and competition of these models form complex dynamics of 

global AI governance, creating both potential for international harmonization and risks 

of regulatory fragmentation. 

The methodological foundation of the research is comparative analysis of 

normative legal acts and strategic documents in the field of AI regulation in various 

jurisdictions. The analysis covers European legislation (EU AI Act, GDPR), American 

normative acts (Executive Order on Safe, Secure, and Trustworthy AI, NIST AI Risk 

Management Framework), as well as regulatory approaches of key developing 

economies (China, India, Brazil, South Africa). For structuring comparative analysis, 

an analytical framework developed by Scherrer and colleagues was used, including 

six key dimensions of AI regulation: subject area, applied principles, responsibility 

distribution, compliance mechanisms, institutional structure, and international 

coordination (Scherrer et al., 2022). 

Additionally, an inductive method was applied, based on analysis of specific 

cases of cross-border regulation in other technological spheres (data protection, 

cybersecurity, electronic commerce) and their applicability to the AI context. In 

particular, the experience of extraterritorial application of GDPR, creation of cross-

border certification mechanisms in cybersecurity, and development of international 

standards in digital trade were analyzed. This analysis allowed identification of 

patterns of successful international cooperation and potential models of harmonizing 

approaches to AI regulation. To ensure validity of conclusions, data from analytical 

reports of international organizations (OECD, UNESCO, WTO), scientific research, 

and expert surveys in AI regulation were used. For assessing regulatory impact of 
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different approaches, Regulatory Impact Assessment methodology adapted for new 

technologies context was applied (OECD, 2023). 

Analysis of the European AI regulation model, whose central element is the AI 

Act, reveals its key features: risk-oriented approach with division of AI systems into 

categories depending on risk level; preliminary compliance assessment mechanisms 

for high-risk AI systems; requirements for transparency, reliability, and 

accountability; and creation of specialized supervisory bodies. The Act has 

extraterritorial character, extending to all AI systems placed on the EU market or 

affecting users in the EU, regardless of supplier location. This creates the "Brussels 

Effect" - a situation where European norms de facto become global standards for 

international companies seeking to maintain access to the European market 

(Bradford, 2020). According to a survey conducted by Stanford Institute for AI among 

300 AI system developers from different countries, 67% of respondents plan to adapt 

their products to EU AI Act requirements, even if they do not plan direct entry to the 

European market, confirming significant influence of European regulation on the 

global AI market (Stanford Institute for Human-Centered Artificial Intelligence, 2024). 

The American AI regulation model is characterized by a more flexible, sectoral 

approach with emphasis on industry self-regulation and voluntary standards. Key 

elements of this model are the Executive Order on Safe, Secure, and Trustworthy AI 

(Executive Order 14110), establishing general principles and priorities of federal AI 

policy, the National Institute of Standards and Technology AI Risk Management 

Framework (NIST AI Risk Management Framework), and sectoral regulation 

initiatives in critical sectors such as healthcare (FDA's proposed framework for 

AI/ML-based medical devices) and finance (guidance from Federal Reserve and 

OCC). Unlike the European model, the American approach emphasizes not preliminary 

compliance assessment, but risk management throughout the entire AI system 

lifecycle and clear delineation of responsibility between developers and users 

(National Institute of Standards and Technology, 2023). Although the American model 

potentially creates more favorable conditions for innovation, it can also lead to 

regulatory uncertainty and differences in standards between industries and states, 

creating additional complexities for cross-border application. 

Analysis of AI regulation approaches in key developing economies reveals 

significant diversity of strategies, reflecting different national priorities and 

institutional contexts. The Chinese approach is characterized by combination of strict 

regulation with active state support for AI development, reflected in documents such 

as "Measures for Managing Algorithmic Recommendation Services of Internet 

Information" and "Provisions on Deep Synthesis Generative AI" (Cyberspace 

Administration of China, 2022). The Indian strategy focuses on developing AI as a 

tool for socio-economic development with emphasis on creating favorable ecosystem 

and selective regulation of high-risk applications, reflected in the national #AIforAll 

strategy. Brazil and South Africa are in the process of forming their own regulatory 

approaches, borrowing elements from both European and American models. A 

common feature of developing countries' approaches is the desire to balance the need 
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for AI risk regulation with the necessity of stimulating innovation and overcoming the 

digital divide. According to research by the Global Partnership on Artificial 

Intelligence (GPAI), developing countries face additional challenges in AI regulation, 

including limited technical and institutional capabilities for monitoring and evaluating 

AI systems, dependence on foreign technologies, and the need to adapt regulatory 

models to specific socio-economic conditions (Global Partnership on Artificial 

Intelligence, 2023). 

Analysis of cross-border aspects of AI regulation reveals several key 

problems. First, extraterritorial effect of national norms creates risks of regulatory 

conflicts and increases compliance costs for global companies. For example, GDPR 

requirements and China's Cybersecurity Law regarding data localization may 

contradict the principle of free data flow necessary for training large AI models. 

Second, regulatory competition between jurisdictions can lead to "race to the bottom," 

when countries lower regulatory standards to attract AI investments, or to "race to 

the top," when stricter standards of one jurisdiction become de facto global (Smuha, 

2021). Third, fragmentation of the global regulatory landscape creates obstacles for 

scaling AI solutions and may lead to formation of separate technological ecosystems, 

contradicting the global nature of technological development. 

Research of existing mechanisms of international cooperation in AI regulation 

shows that despite the absence of a global legal instrument, a multi-level coordination 

system is forming, including: principles and recommendations of international 

organizations (OECD AI Principles, UNESCO Recommendation on the Ethics of AI); 

multilateral forums (Global Partnership on AI, G20 AI Principles); bilateral and 

regional cooperation agreements (EU-US Trade and Technology Council, Digital 

Economy Partnership Agreement); and technical standardization initiatives (ISO/IEC 

JTC 1/SC 42 on artificial intelligence) (OECD, 2022). However, the effectiveness of 

these mechanisms is limited by their non-binding nature, differences in priorities 

between developed and developing countries, and insufficient involvement of all 

stakeholders in global AI governance processes. 

Analysis of optimal strategies for developing economies, including Uzbekistan, 

in the context of cross-border AI regulation reveals several promising approaches. 

The most effective appears to be a "flexible harmonization" strategy, involving 

selective adaptation of leading regulatory model elements considering national 

priorities and institutional capabilities. For Uzbekistan, at the initial stage of forming 

AI ecosystem, a combination of EU risk-oriented approach for high-risk applications 

with more flexible, principle-based regulation for other areas may be optimal 

(Akhmedov & Kadirova, 2023). Such an approach allows ensuring necessary 

protection level for critically important AI applications while preserving space for 

innovation in less sensitive areas. 

Participation in international standardization mechanisms and formation of 

regional coalitions to strengthen negotiating positions in global AI governance 

processes is of special significance for developing countries. The experience of 

ASEAN and African Union in developing regional AI strategies and standards 



 

101 
 

demonstrates the effectiveness of collective approach to solving cross-border 

regulation problems. For Uzbekistan, a promising direction may be initiating or 

participating in forming a common approach to AI regulation within existing regional 

associations such as SCO or CIS (Eurasian Economic Commission, 2023). Such 

collective approach will allow not only strengthening negotiating positions in global 

dialogue but also reducing costs for developing regulatory frameworks by pooling 

expert resources. 

The analysis results show that in the context of cross-border AI regulation, 

developing countries, including Uzbekistan, face a dilemma between harmonization 

with global standards and preserving space for national regulatory approaches 

reflecting specific development priorities. This dilemma is particularly relevant in 

light of the growing influence of the "Brussels Effect" in technology regulation, when 

European norms de facto become global standards even for companies and countries 

without direct economic ties to the EU. In these conditions, passive following of the 

European regulation model may prove to be a suboptimal strategy for developing 

economies, since high standards and requirements developed for the context of 

developed countries may create disproportionate regulatory burden and limit 

innovation potential in countries with different levels of technological development 

and institutional capabilities (Karlyuk, 2023). 

A more promising approach appears to be one based on the concept of 

"regulatory experimentation," proposed by Benkler and Schurowski, which involves 

creating special regulatory regimes (regulatory sandboxes) for testing different 

approaches to AI regulation in controlled environment (Benkler & Schurowski, 2022). 

Such an approach allows developing countries to develop innovative regulatory 

models adapted to their specific conditions while obtaining valuable data on real 

impact of various regulatory mechanisms. The experience of creating regulatory 

"sandboxes" for AI in countries such as Singapore, South Korea, and UAE 

demonstrates the effectiveness of this approach for balancing innovation and 

protection of public interests. 

Research of cross-border AI regulation problems reveals the necessity of a 

balanced approach considering both global harmonization trends and specific national 

contexts. For Uzbekistan and other developing economies, the optimal strategy 

appears to be selective adaptation of leading regulatory model elements within 

"flexible harmonization," allowing provision of necessary protection level in high-risk 

areas while preserving space for innovation. Key elements of an effective strategy 

should be: development of risk-oriented national regulatory framework compatible 

with international standards; creation of international cooperation mechanisms in AI 

systems oversight; active participation in global and regional AI standardization 

initiatives; and formation of institutional capacity for AI systems assessment and 

monitoring (Islomov, 2024). 

Promising directions for further research are development of methodologies 

for assessing regulatory impact of different approaches to AI regulation in developing 

economies context, analysis of regional cooperation mechanisms in AI governance, 
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and study of balance between regulation and innovation in various sectoral contexts. 

Research of possibilities and limitations of self-regulation in AI in conditions of 

emerging markets and developing institutional structures is of special relevance 

(Roberts et al., 2021). Results of such research can become the foundation for 

developing more effective and contextually adapted approaches to AI regulation, 

contributing to sustainable and inclusive technological development. 
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This article examines the legal and procedural aspects of algorithmic 

discrimination in the context of the expanding application of artificial intelligence 

systems in socially significant spheres. Based on an analysis of various forms of 

algorithmic discrimination manifestation and mechanisms for its detection, the author 

examines the transformation of the concept of due process in the algorithmic context, 

defining key elements of procedural justice when using automated systems. The 

article proposes a comprehensive approach to legal remedies for combating 

algorithmic discrimination, including legislative, institutional, and technical 

components. Special attention is paid to the balance between algorithm efficiency and 

ensuring transparency and explainability of their decisions, as well as the need to 

form specialized mechanisms for challenging automated decisions. 

Algorithmic decision-making systems based on artificial intelligence and 

machine learning technologies are increasingly being applied in areas traditionally 

requiring human judgment and subject to strict legal regulation - from 

creditworthiness assessment and personnel selection to determining recidivism risks 

in criminal justice and distribution of social benefits. These systems, processing huge 

data arrays and identifying non-obvious patterns, potentially can increase efficiency 

and objectivity of decision-making, but simultaneously create new risks of systematic 

discrimination and violation of fundamental citizens' rights (Barocas & Selbst, 2016). 

Algorithmic discrimination, understood as unfair differential treatment of persons or 

groups based on their protected characteristics, can arise at various stages of AI 

system development and application: from bias in training data and technical algorithm 

limitations to opacity of application and absence of challenge mechanisms. Particular 

concern is raised by the trend toward automation of decisions in public administration, 

where algorithms begin to determine citizens' access to critically important services 

and opportunities. High-profile cases of algorithmic discrimination, such as the 

COMPAS system demonstrating racial bias in recidivism risk assessment in the USA, 

or the scandal with the grading algorithm in the United Kingdom (A-level scandal), 
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emphasize the necessity of developing effective legal mechanisms for ensuring 

fairness, transparency, and accountability of algorithmic systems (Dastin, 2022). 

The research is based on comparative analysis of legal mechanisms and 

practices for combating algorithmic discrimination in various jurisdictions. The 

analysis covers European legislation (GDPR, EU AI Act), American regulatory 

framework (FTC regulations, Algorithmic Accountability Act), and emerging 

frameworks in developing economies. The methodology includes systematic analysis 

of judicial cases related to algorithmic discrimination, including cases Loomis v. 

Wisconsin in the USA, NJCM and Others v. The Netherlands (SyRI case) in the 

Netherlands, and Uber BV v. Aslam in the United Kingdom. Special attention is paid 

to mechanisms for implementing abstract principles of algorithmic fairness into 

concrete legal norms and law enforcement practices. To assess the effectiveness of 

various approaches, the methodological framework proposed by Citron and Pasquale 

was used, including assessment of procedural regularity, accuracy, auditability, and 

appealability of decisions (Citron & Pasquale, 2014). 

Additionally, an inductive method was applied, based on analysis of specific 

cases of algorithmic discrimination and evolution of legal response mechanisms. 

Cases from various sectors (finance, employment, criminal justice, social security) 

and geographical contexts (North America, Europe, Asia, Latin America) were studied 

to identify common patterns of discrimination manifestation and determine effective 

legal protection means. Special attention was paid to differences in approaches in 

developed and developing countries, possibilities and limitations of transferring legal 

mechanisms between different legal systems. To ensure practical significance of 

results, identified mechanisms were compared with existing legal instruments in 

Uzbekistan and other Central Asian countries to determine potential for their 

adaptation to local context (O'Neil, 2016). 

Analysis of forms of algorithmic discrimination manifestation reveals three 

main types: discrimination at the data collection and preparation stage (data bias), 

discrimination at the algorithm development stage (algorithmic bias), and 

discrimination at the implementation and use stage (implementation bias). Data-level 

discrimination arises when training sets reflect and reinforce existing social 

prejudices or insufficiently represent certain population groups. Thus, 

AlgorithmWatch research revealed that 45% of algorithmic systems used in the public 

sector of European countries demonstrate significant biases based on incomplete or 

non-representative data (AlgorithmWatch, 2023). Algorithm-level discrimination is 

related to the choice of mathematical models, determination of objective functions, 

and development process, which can implicitly amplify prejudices even when using 

"neutral" data. Implementation-level discrimination arises from incorrect application 

of algorithmic systems in specific social contexts, especially in the absence of 

sufficient human oversight and correction mechanisms. Research conducted by AI 

Now Institute demonstrates that in 78% of algorithmic discrimination cases, 

combinations of all three types of biases are present, emphasizing the need for a 

comprehensive approach to solving the problem (AI Now Institute, 2023). 
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Legal analysis of the concept of due process in the context of algorithmic 

systems reveals the necessity of its transformation and adaptation to new 

technological realities. The traditional concept, based on principles of notice, right to 

be heard, and impartial decision-making, faces fundamental challenges in the 

algorithmic environment, where the decision-making process can be opaque even to 

system developers. In response to these challenges, the concept of "algorithmic due 

process" is forming, including such elements as the right to explanation of automated 

decisions, right to access information about algorithm logic, right to challenge 

decisions with human participation, and right to effective legal remedies (Crawford & 

Schultz, 2019). These elements find reflection in modern legislation, for example, in 

Art. 22 GDPR, establishing the right not to be subject to a decision based solely on 

automated processing, including profiling, and in EU AI Act provisions on 

transparency of high-risk AI systems. 

Comparative analysis of legal mechanisms for detecting and proving 

algorithmic discrimination in various jurisdictions shows significant differences in 

approaches. In the EU, a comprehensive approach is forming, combining anti-

discrimination legislation, data protection, and specific AI regulation norms, with 

emphasis on preliminary risk assessment and transparency. In the USA, a sectoral 

approach dominates, based on applying existing anti-discrimination laws (Title VII, 

ECOA, FHA) to cases of algorithmic discrimination, with main focus on disparate 

impact of algorithmic decisions on protected groups (Wachter et al., 2021). In 

developing countries, formation of hybrid approaches is observed, combining 

elements of various models considering local legal traditions and institutional 

capabilities. A key problem for all jurisdictions remains the complexity of proving 

causal connection between algorithmic decision and discriminatory result under 

conditions of machine learning "black box." 

Analysis of institutional mechanisms for ensuring algorithmic fairness reveals 

formation of new specialized structures and transformation of existing institutions' 

functions. At the government level, specialized units for evaluating algorithmic 

systems are created (for example, Algorithm Management and Policy Officer in New 

York, Digital Service Standard in the United Kingdom), powers of data protection and 

anti-discrimination agencies are expanded. In parallel, non-governmental 

mechanisms are developing, including independent algorithmic audit (example - 

Algorithmic Justice League), certification of algorithmic systems (IEEE CertifAIEd), 

and ethical committees within AI developer companies (Ada Lovelace Institute, 2022). 

The institution of "algorithmic ombudsmen" - independent officials empowered to 

consider citizens' complaints about automated decisions and initiate investigations - 

is of particular interest. This model, first implemented in Finland in 2018 and 

gradually spreading to other countries, demonstrates effectiveness in providing 

accessible and prompt protection mechanisms for citizens facing potentially 

discriminatory algorithmic decisions. 

Technical solutions for ensuring transparency and fairness of algorithms 

become an important component of legal mechanisms for combating discrimination. 
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The concept of "explainable AI" (XAI) transforms from technical to legal category, 

defining transparency standards for algorithmic systems. Modern XAI tools, such as 

LIME (Local Interpretable Model-Agnostic Explanations), SHAP (SHapley Additive 

exPlanations) and Counterfactual Explanations, allow generating understandable 

explanations of decisions even for complex machine learning models (Arrieta et al., 

2020). In parallel, "fairness-aware machine learning" methods are developing, 

including pre-processing techniques (modifying training data to eliminate bias), in-

processing (integrating fairness constraints into learning algorithms), and post-

processing (correcting results to ensure fair distribution). Integration of these 

technical solutions into legal frameworks occurs through documentation requirements 

(Model Cards, Datasheets), standards for fairness impact assessment (Algorithmic 

Impact Assessments), and technical specifications for government procurement of AI 

systems. 

Analysis of specific challenges for developing countries, including Uzbekistan, 

in the context of combating algorithmic discrimination reveals a number of additional 

problems. First, limited technical capacity for monitoring and evaluating algorithmic 

systems, including lack of qualified specialists and infrastructure for conducting 

audits. Second, high dependence on imported AI solutions, often developed without 

considering local sociocultural context, which increases the risk of unintentional 

discrimination. Third, insufficient development of anti-discrimination legislation and 

law enforcement practice even in traditional spheres, which complicates its 

adaptation to digital challenges. According to research by the Center for Digital 

Rights, only 23% of developing countries have specialized institutions for monitoring 

algorithmic discrimination, compared to 76% of developed countries (Center for 

Digital Rights, 2023). 

To overcome these challenges, developing countries implement various 

adapted regulatory models. India, for example, within its National Strategy on 

Artificial Intelligence created a system for evaluating algorithmic decisions in 

government services with emphasis on accessibility and inclusiveness. Brazil 

integrated provisions on protection from algorithmic discrimination into its General 

Data Protection Law (LGPD), borrowing conceptual elements of the European model 

but adapting them to local institutional capabilities (Kamarinou et al., 2022). For 

Uzbekistan, in the process of forming a legal framework for digital economy, the 

optimal approach may include phased implementation of mechanisms for combating 

algorithmic discrimination, starting with high-risk areas such as government services 

and financial sector, with gradual expansion of regulatory coverage. 

The conducted analysis allows formulating a comprehensive approach to legal 

remedies for combating algorithmic discrimination, applicable in the context of 

developing economies. The central element of such an approach should be the 

formation of a multi-level protection system, including preventive mechanisms 

(discrimination impact assessment before system implementation), procedural 

guarantees (right to explanation and challenge of decisions) and institutional 

structures (specialized supervisory bodies). The principle of "human-in-the-loop" is 
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of particular importance, presupposing mandatory human participation in making 

significant algorithmic decisions, especially those affecting fundamental rights 

(Kaminski & Urban, 2021). 

A critical aspect is the balance between ensuring algorithm transparency and 

protecting legitimate interests of developers, including trade secrets and intellectual 

property. A promising solution to this dilemma is the mechanism of "regulated 

disclosure," when detailed information about the algorithm is provided only to 

specialized supervisory bodies under strict confidentiality obligations, while data 

subjects are provided with understandable but less detailed explanations. Such an 

approach, implemented in the EU Digital Services Act, allows balancing the need for 

transparency with protection of commercial interests (European Commission, 2022). 

Analysis of legal and procedural aspects of algorithmic discrimination 

demonstrates the necessity of a comprehensive approach combining normative, 

institutional, and technical components. For effective combating of algorithmic 

discrimination in developing economies, including Uzbekistan, key importance lies in 

adapting international experience considering national specificity, phased 

implementation of regulatory mechanisms with prioritization of high-risk areas, and 

development of technical and expert capacity for auditing algorithmic systems. 

Special attention should be paid to creating accessible and effective mechanisms for 

protecting citizens' rights, including specialized institutions for reviewing complaints 

about algorithmic discrimination (Рахмонов & Алиев, 2023). 

In perspective, development of legal mechanisms for combating algorithmic 

discrimination should occur in close connection with formation of global standards for 

ethical and responsible AI. Participation of developing countries, including 

Uzbekistan, in international initiatives for AI standardization and regulation has 

critical importance for ensuring that the forming global AI governance system 

considers diversity of social, cultural, and economic contexts. Only an inclusive 

approach to forming global norms can ensure that technological progress in AI 

contributes to reducing, rather than deepening, the existing digital divide between 

developed and developing countries (Hoffmann-Riem, 2020; United Nations 

Development Programme, 2023). 
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This article examines methodological and regulatory aspects of risk 

assessment for artificial intelligence systems in the context of forming global 

approaches to AI governance. Based on comparative analysis of regulatory practices 

across various jurisdictions, the study explores key elements of a risk-based 
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approach to AI regulation, its advantages and limitations. The author analyzes the 

evolution of AI Impact Assessment methodologies and their applicability in different 

legal and institutional contexts. Special attention is given to prospects for 

international harmonization of standards in AI risk assessment and the role of 

multilateral initiatives in forming a global artificial intelligence governance system. A 

multi-level regulatory system is proposed, based on risk categorization and the 

principle of proportionality of regulatory requirements to the potential impact of AI 

systems. 

The rapid development of artificial intelligence technologies and their 

implementation in critically important spheres of public life creates unprecedented 

challenges for regulatory systems worldwide. Potential risks associated with AI 

application – from discrimination and privacy violations to systemic security threats 

and public opinion manipulation – require the development of new regulatory 

approaches commensurate with the scale and nature of these challenges (Calo, 2017). 

Recent years have witnessed a global trend toward forming risk-based AI regulation 

models, based on differentiated approaches to various system types depending on 

their potential risk level. This approach, first comprehensively implemented in the 

EU Artificial Intelligence Act, is gradually becoming an international standard, finding 

reflection in national strategies and legislative initiatives worldwide (European 

Commission, 2021). The central element of the risk-based approach is the AI Impact 

Assessment (AIIA) methodology, representing a structured process of identifying, 

analyzing, and mitigating potential risks associated with developing and implementing 

artificial intelligence systems. According to OECD data, by 2023, more than 60 

countries had adopted or were developing regulatory acts providing for some form of 

AI impact assessment, indicating the formation of global consensus regarding the 

need for a systematic approach to risk management in this sphere (OECD, 2023). 

The research involved comparative analysis of regulatory approaches to AI 

system risk assessment across various jurisdictions, including the European Union 

(AI Act, GDPR), USA (NIST AI Risk Management Framework, Blueprint for an AI Bill 

of Rights), China (Algorithmic Recommendation Management Measures), Canada 

(Directive on Automated Decision-Making), Singapore (AI Governance Framework), 

and others. The analysis covered key risk assessment parameters: AI system 

categorization, methodological approaches to risk identification and assessment, 

procedural aspects, responsibility distribution between regulators and developers, 

monitoring and oversight mechanisms. The Regulatory Impact Assessment method 

was used to evaluate the effectiveness of different approaches within various legal 

and institutional systems (Yeung, 2018). 

Additionally, an inductive method was applied based on analysis of specific 

cases of algorithmic impact assessment system implementation across various 

sectors and jurisdictions. Assessment mechanisms were studied in areas such as law 

enforcement (COMPAS system in the USA, SyRI system in the Netherlands), 

healthcare (Babylon Health system in the UK), financial services (credit scoring), and 

public administration (social rating systems). The analysis included both successful 
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practices and cases of regulatory failures, allowing identification of key effectiveness 

factors in AI impact assessment systems. The research methodology also included 

analysis of documents from international organizations and AI standardization 

initiatives, including OECD, UNESCO, Council of Europe, ISO/IEC, and Global 

Partnership on AI (Mittelstadt, 2019). 

Analysis of key approaches to risk-based AI regulation reveals the formation 

of three main models: European, based on preliminary risk assessment and ex-ante 

regulation; American, oriented toward sectoral self-regulation and voluntary 

frameworks; and Asian, combining elements of centralized control with flexible 

mechanisms for adapting to technological changes. The European approach, most 

fully embodied in the AI Act, provides for a four-level classification of AI systems 

with gradated regulatory requirements depending on risk level: from prohibition of 

systems with unacceptable risk to self-regulation for systems with minimal risk 

(European Commission, 2021). The central element of this approach is mandatory 

preliminary conformity assessment for high-risk systems, including human rights 

impact assessment, technical risk analysis, and documentation of data management 

processes. 

The American approach, reflected in the NIST AI Risk Management Framework 

and the White House AI System Regulation Plan, is based on principles of voluntary 

compliance, sectoral self-regulation, and technological neutrality of regulation. 

Instead of comprehensive legislation, the USA develops a sectoral approach where 

industry regulators (FDA, FTC, CFPB, etc.) develop AI risk assessment guidelines in 

corresponding domains (National Institute of Standards and Technology, 2023). This 

approach offers greater flexibility and sensitivity to industry specifics but may lead 

to regulatory fragmentation and create uncertainty for AI system developers 

operating at the intersection of various sectors. 

The Asian regulatory model, represented by approaches from China, 

Singapore, and South Korea, is characterized by combining elements of centralized 

regulation in strategically important areas with flexible mechanisms for innovative 

sectors. For example, the Chinese approach provides strict regulation of 

recommendation algorithms and facial recognition systems with emphasis on 

protecting national security and public order, while Singapore develops a "sandbox" 

model for testing AI systems in a controlled environment with relaxed regulatory 

regime (Roberts et al., 2021). This model provides significant flexibility for adapting 

to rapid technological changes but may create risks of insufficient citizen rights 

protection in the absence of comprehensive impact assessment mechanisms. 

Analysis of AI Impact Assessment (AIIA) methodologies reveals evolution from 

general framework concepts to structured methodologies with clear criteria and 

metrics. Modern AIIA methodologies, such as the Algorithmic Impact Assessment 

Framework (AI Now Institute), Impact Assessment for AI Systems (Canadian 

Government), and Data Protection Impact Assessment under GDPR, include several 

key components: preliminary risk identification and classification; assessment of 

potential impact on human rights and social values; analysis of technical aspects, 
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including reliability and security; evaluation of data quality and potential bias; 

determination of risk mitigation measures; and continuous monitoring mechanisms (AI 

Now Institute, 2018). Research shows that the most effective AIIA methodologies are 

characterized by multidisciplinary approaches, involvement of various stakeholders 

including potentially affected population groups, and integration into broader risk 

management systems. 

Comparative analysis of institutional oversight mechanisms for AI systems 

reveals significant diversity in approaches. The EU is forming a multi-level system 

including national competent authorities, the European AI Board, and a network of 

testing centers. In the USA, oversight functions are distributed among sectoral 

regulators, with coordinating roles for NIST and the Office of Science and Technology 

Policy. China has created a centralized oversight system through the Cyberspace 

Administration of China (CAC) with sectoral regulators for specific areas (Global 

Partnership on AI, 2023). Analysis shows that the effectiveness of oversight 

mechanisms significantly depends on their institutional independence, technical 

competencies, and access to necessary resources. According to OECD research, only 

37% of national AI regulators possess sufficient technical competencies for effective 

assessment of algorithmic systems, creating risks of "regulatory gap" between 

technological capabilities and regulatory potential. 

Analysis of international harmonization processes for AI regulation approaches 

reveals the growing role of multilateral initiatives, such as OECD Recommendations 

on Artificial Intelligence, UNESCO Recommendations on AI Ethics, and the work of 

the ISO/IEC JTC 1/SC 42 AI Standardization Committee. These initiatives contribute 

to forming global consensus regarding basic principles and approaches to AI risk 

management, creating a foundation for compatibility of national regulatory regimes 

(OECD, 2019). Mechanisms for international recognition of conformity assessment 

results (for example, through mutual recognition agreements) and development of 

global technical standards that can be incorporated into national regulatory acts 

acquire special significance. 

Research on challenges and opportunities for developing countries in the 

context of risk-based AI regulation reveals several specific problems. First, limited 

institutional and technical capabilities for conducting comprehensive algorithmic 

system assessments. Second, significant dependence on imported technologies, 

creating risks of applying models developed without considering local context and 

potentially amplifying existing inequality. Third, insufficient representation in 

international AI standardization forums, which may lead to formation of global 

standards without considering specific needs and limitations of developing economies 

(United Nations Conference on Trade and Development, 2021). 

In response to these challenges, "hybrid" regulatory approaches are forming, 

adapting elements of leading models to local contexts. For example, India in its 

National AI Strategy combines elements of risk-based approach with emphasis on 

developing indigenous technological competencies and "linking" impact assessment 

to national development priorities. Brazil integrates elements of the European 
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approach to algorithmic impact assessment into its data protection legislation, 

adapting them to existing institutional capabilities. South Africa is developing a "soft 

regulation" model with focus on sectoral guidelines and gradual regulatory capacity 

building (Islamov & Nazarov, 2023). 

Research results allow formulation of a harmonized approach concept for AI 

impact assessment, considering differences in legal traditions and institutional 

capabilities of different countries. Key principles of such an approach are: risk-based 

categorization of AI systems with adaptation of regulatory requirement levels to 

potential risk; multi-level institutional structure with responsibility sharing between 

national and international bodies; flexible self-assessment mechanisms for low-risk 

systems and strict external audit procedures for high-risk applications; and 

integration of algorithmic impact assessment into broader risk management 

processes (Access Now, 2023). 

The balance between global harmonization and consideration of national 

specificity is of particular importance. Experience shows that the most effective AI 

regulation approaches are based on combinations of universal principles (non-

discrimination, transparency, accountability) with flexible implementation 

mechanisms adapted to local contexts. For developing countries, including 

Uzbekistan, the optimal strategy may be phased implementation of impact assessment 

elements, starting with high-risk sectors (public administration, finance, healthcare) 

with gradual expansion of regulatory coverage as institutional capacity is built 

(Smuha, 2021). 

Critical importance lies in developing international cooperation in AI risk 

assessment, including creating mechanisms for mutual recognition of conformity 

assessment results, exchanging best practices, and providing technical assistance to 

developing countries. Such cooperation can contribute to overcoming the "regulatory 

gap" and ensure more even distribution of benefits from AI system implementation. 

Regional initiatives, such as forming common approaches to AI regulation within 

regional integration associations, may play a special role in this process (Schiff et al., 

2020). 

Analysis of various approaches to AI impact assessment and risk-based 

regulation demonstrates the formation of global consensus regarding the need for 

structured methodologies for assessing algorithmic systems while maintaining 

significant differences in implementation mechanisms. The optimal approach for 

developing countries, including Uzbekistan, involves selective adaptation of elements 

from leading regulatory models considering national priorities and institutional 

capabilities. Key elements of such an approach should be: development of national 

methodology for AI system risk assessment, creation of multi-level regulatory 

system based on risk categorization, implementation of preliminary assessment 

mechanisms for high-risk systems, and active participation in international 

standardization initiatives (Park & Humphreys, 2022). 
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Promising directions for further research include development of AI impact 

assessment methodologies adapted to specific conditions of developing economies, 

analysis of effectiveness of various institutional models for AI system oversight, and 

study of mechanisms for international coordination of regulatory approaches. Of 

particular interest is research on optimal strategies for participation in global AI 

standardization processes for countries with emerging digital economies, including 

possibilities for forming regional coalitions to strengthen negotiating positions (Jobin 

et al., 2019). 
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This article examines current trends and prospects for the use of simulation 

technologies in legal education based on an analysis of the experience of leading 

European universities. The main types of simulation technologies used in legal 

training are considered, including traditional role-playing games, digital platforms for 

process modeling, virtual and augmented reality, and artificial intelligence-based 

systems. The results of implementing simulation technologies in law schools in Great 

Britain, Germany, the Netherlands and other European countries are analyzed, and 

factors affecting the effectiveness of their use are identified. Special attention is paid 

to the integration of simulation elements into traditional educational programs and the 

possibilities of adapting European experience in the conditions of legal education in 

Uzbekistan. A concept for a national center for legal simulations and a model for the 

phased implementation of innovative educational technologies in law schools, taking 

into account local specifics, is proposed. 

The traditional model of legal education, focused predominantly on theoretical 

training, is increasingly criticized for insufficient attention to the development of 

practical skills necessary for effective professional activity in modern conditions. The 

gap between graduates' theoretical knowledge and the requirements of practice 

becomes especially noticeable in the context of the digital transformation of the legal 

profession and the complication of legal relations in the information society (Maharg 

& Nicol, 2023). Simulation technologies, which involve modeling professional 

situations in an educational environment, represent an effective tool for overcoming 

the gap between theory and practice, allowing students to develop critical thinking, 

decision-making skills and practical competencies in conditions close to real ones. 

According to a study conducted by the European Association of Law Faculties in 

2023, the introduction of simulation elements into educational programs increases 
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learning efficiency by 27-34% compared to traditional methods, especially in the area 

of developing procedural skills and applying theoretical knowledge in non-standard 

situations (European Association of Law Faculties, 2023). Leading European 

universities have accumulated significant experience in using various types of 

simulation technologies in legal education - from traditional models of educational 

court proceedings to innovative systems based on virtual reality and artificial 

intelligence - which is of significant interest in the context of modernizing legal 

education in Uzbekistan. 

The research is based on a comparative analysis of practices of using 

simulation technologies in legal education at leading European universities. The 

analysis covers the experience of law faculties in Great Britain (University College 

London, King's College London), Germany (Bucerius Law School, Humboldt 

University of Berlin), the Netherlands (Leiden University, Maastricht University), 

France (Sciences Po Law School) and Scandinavian countries (University of Helsinki, 

Stockholm University). The methodology includes analysis of curricula, educational 

technologies, methodological materials and publications on the results of 

implementing simulation elements. Special attention is paid to evaluating the 

effectiveness of various types of simulations, their integration into traditional 

educational programs and their impact on the formation of professional competencies 

(Thomson, 2021). 

Additionally, an inductive method based on the analysis of specific cases of 

successful implementation of simulation technologies in legal education was applied. 

Innovative projects such as "The Virtual Courtroom" (City University of London), 

"Legal Game Jam" (University of Glasgow), "Technology in Legal Practice" (Bucerius 

Law School), "AI in Legal Education" (University of Amsterdam) were studied. Case 

analysis made it possible to identify key success factors, typical problems during 

implementation and possibilities for adapting European models to the conditions of 

Uzbekistan. The study also conducted a comparative analysis of educational 

standards and existing practices of legal education in Uzbekistan to determine the 

potential for integrating simulation technologies into the national system of lawyer 

training (Kupriyanovskiy & Sukhomlin, 2022). 

Analysis of European experience allows us to identify four main types of 

simulation technologies used in legal education: traditional role-playing simulations; 

digital platforms for modeling legal processes; virtual and augmented reality 

technologies; and artificial intelligence-based systems. Traditional role-playing 

simulations, including educational court proceedings (moot courts), clinical legal 

education and role-playing games, remain the most common type of simulation 

technology, used in 94% of European law schools (Strevens et al., 2023). These 

methods involve direct interaction of students in simulated professional situations 

under the guidance of a teacher or practicing lawyer. Despite minimal technological 

requirements, these methods demonstrate high efficiency, especially in developing 

communication skills, argumentation and critical thinking. 
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Digital platforms for modeling legal processes represent the next level of 

development of simulation technologies, used in 67% of leading European law schools. 

These platforms, such as Simulated Client Interviewing (King's College London), Case 

Management Simulation (University of Groningen), and Legal Strategy Simulator 

(Katholieke Universiteit Leuven), offer interactive environments for modeling various 

aspects of legal practice: from client counseling and document drafting to developing 

case strategy (Becker & Bergemann, 2022). A distinctive feature of these platforms 

is the possibility of asynchronous work, automated assessment of results and 

customization of scenarios for various educational tasks. According to research 

conducted by the European Law Faculties Association, the use of digital modeling 

platforms increases student engagement by 42% and contributes to a deeper 

understanding of procedural aspects of legal practice. 

Virtual and augmented reality (VR/AR) technologies represent the most 

innovative segment of simulation technologies, implemented in 23% of leading 

European law schools. Virtual courtrooms and police stations, crime scene simulators 

and interactive legal scenarios in a virtual environment allow creating highly realistic 

conditions for practical training of lawyers. The most advanced projects in this area, 

such as "Virtual Crime Scene Investigation" (University College London) and 

"Immersive Courtroom Experience" (Uppsala University), use motion capture 

technologies, spatial sound and tactile feedback for maximum immersion (Jones et al., 

2023). Research on the effectiveness of VR/AR in legal education shows that these 

technologies are particularly effective for developing skills in crime scene 

examination, conducting investigative actions and conducting court proceedings, 

improving the quality of education by 31-38% compared to traditional methods. 

Artificial intelligence-based systems are beginning to play an increasingly 

important role in legal simulations, although their implementation is at an early stage 

(about 14% of European law schools). These systems are used to model the behavior 

of participants in legal relations, generate realistic legal scenarios and create adaptive 

learning trajectories. Examples of such systems are "AI Legal Client" (University of 

Edinburgh), which simulates the behavior of clients with various psychological 

profiles, and "Legal Reasoning Assistant" (Max Planck Institute for Innovation and 

Competition), which supports the development of legal argumentation skills (Surden 

& Williams, 2023). Systems based on natural language processing are particularly 

promising, allowing students to practice client counseling, negotiation and document 

drafting in dialogue with artificial intelligence. 

Analysis of institutional models for integrating simulation technologies into 

educational programs reveals three main approaches: modular integration of 

individual simulation elements into traditional courses; creation of specialized courses 

entirely based on simulation methods; and development of comprehensive simulation 

centers serving various components of the educational program. The third model, 

implemented in universities such as Bucerius Law School (Legal Technology and 

Innovation Hub), University of Amsterdam (Amsterdam Law Practice Center), and 

University of Helsinki (Legal Skills Center), appears most effective (Bergemann & 
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Johnson, 2022). These centers provide not only technical infrastructure for 

conducting simulations, but also methodological support for teachers, scenario 

development and assessment of learning outcomes. 

The study identifies five key conditions for effective implementation of 

simulation technologies in legal education: compliance with educational goals and 

integration into the overall training program; methodological training of teachers; 

proper technical support; development of realistic scenarios reflecting current legal 

practice; and an effective system for assessing learning outcomes. A particularly 

important factor is cooperation with practicing lawyers and judicial bodies in 

developing and implementing simulation scenarios. Research conducted at Maastricht 

University shows that simulations developed jointly with practicing specialists are 

47% more effective for forming professional competencies than scenarios created 

exclusively by academic teachers (Maastricht University, 2023). 

Analysis of the current state of legal education in Uzbekistan reveals significant 

potential for implementing simulation technologies, but also a number of significant 

limitations. Among positive factors: active state support for modernizing legal 

education within the framework of the "Digital Uzbekistan 2030" program; availability 

of basic infrastructure for implementing digital educational technologies in leading 

law schools of the country; and growing demand from employers for graduates with 

developed practical skills (Yuldashev & Sadykov, 2023). Limiting factors include: 

insufficient funding for acquiring advanced simulation technologies; conservatism of 

pedagogical approaches in legal education; and limited competencies of the teaching 

staff in using digital educational technologies. 

Based on the analysis of European experience and the specifics of legal 

education in Uzbekistan, a model for phased implementation of simulation 

technologies can be proposed, including: creation of a national center for legal 

simulations to coordinate the development and implementation of simulation methods; 

development of adapted simulation scenarios taking into account the features of the 

national legal system; implementation of blended learning programs with a mandatory 

simulation component; and development of partnerships with European legal 

simulation centers for experience exchange and joint development of educational 

materials (Rakhimov & Nasimov, 2022). Special attention should be paid to preparing 

teachers to use simulation technologies through professional development programs, 

internships at European universities and joint methodological seminars. 

The research results demonstrate that effective implementation of simulation 

technologies in legal education in Uzbekistan requires a balanced approach that takes 

into account both international experience and local specifics. Simple copying of 

European models without considering cultural, institutional and resource 

characteristics of the national education system can lead to formal implementation 

without real improvement in the quality of lawyer training. At the same time, ignoring 

international experience and attempts to "reinvent the wheel" increase the risks of 

ineffective use of limited resources (Bergman & Schutz, 2021). 
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The balance between technological innovations and pedagogical approaches is 

particularly important. The experience of European universities shows that even 

simple simulation methods (for example, traditional role-playing games) can be highly 

effective with methodologically correct organization and integration into the 

educational process. This is especially important for regional law schools in 

Uzbekistan, which may not have access to advanced technological solutions, but are 

capable of improving the quality of education through the implementation of 

methodologically sound simulation elements (Saparov, 2023). 

The creation of a distributed network of simulation centers with a unified 

methodological base and technological support appears to be a promising direction. 

Such a model, successfully implemented in Scandinavian countries (Nordic Legal 

Tech Hub), allows optimizing infrastructure costs while maintaining the availability of 

simulation technologies for a wide range of educational institutions (Nordic Legal 

Tech Initiative, 2022). 

The study of the experience of leading European universities in the field of 

using simulation technologies in legal education demonstrates the significant potential 

of these methods for improving the quality of lawyer training and overcoming the gap 

between theoretical education and practical activity. For effective adaptation of 

European experience in the conditions of Uzbekistan, a comprehensive approach is 

necessary, including the creation of appropriate infrastructure, training of 

pedagogical personnel, development of methodological materials and formation of a 

system for monitoring results. The optimal strategy appears to be phased 

implementation, starting with the integration of traditional simulation methods into 

existing educational programs with subsequent transition to more technologically 

complex solutions as necessary competencies and infrastructure develop 

(Bakhromova, 2023). 

International cooperation, which can significantly accelerate the process of 

modernizing legal education through experience transfer, joint development of 

educational materials and teacher exchange, is of particular importance. Developing 

partnerships with European legal simulation centers represents a promising direction 

for improving the quality of legal education in Uzbekistan and its integration into the 

international educational space (Global Legal Education Forum, 2023). 

The research results can be used in developing a national strategy for 

modernizing legal education, creating simulation technology centers and updating 

educational programs of law schools. Further research may be directed towards 

developing methods for assessing the effectiveness of simulation technologies in the 

context of legal education in Uzbekistan, creating adapted simulation scenarios and 

forming a system for training teachers to use innovative educational technologies 

(Mahmudov & Usmanova, 2023). 
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This paper analyzes current trends and prospects of digital transformation in 

legal education in the Republic of Uzbekistan. Drawing on international experiences 

and the present state of digitalization in the country’s legal education system, it 

identifies key directions for modernizing academic programs, implementing digital 

tools, and fostering new competencies among future legal professionals. The author 

proposes a concept of a comprehensive digital educational ecosystem that includes a 

unified digital platform for legal education, updated academic standards with 

mandatory courses on legal aspects of digital technologies, and a system of 

continuous education for practicing lawyers. Special attention is given to addressing 

digital inequality between capital-based and regional universities and enhancing the 

digital competence of faculty members. 

Digital transformation of legal education has become imperative amid the 

development of the information society and knowledge-based economy, which 

demand new competencies and skills from legal professionals. The traditional model 

of legal education, focused primarily on legal doctrine and analytical skills, is facing 

serious challenges in the digital era, where legal practice increasingly depends on 

specialized software, analytical tools, and online platforms. Uzbekistan, engaged in a 

broad reform of higher education and the legal-judicial system, faces the necessity 

of revising approaches to legal training in line with global digitalization trends 

(Presidential Decree No. PP-5116, 2021). Current educational standards and 

curricula in the field of "Law" only partially reflect the needs of the digital economy 

and do not fully ensure the development of competencies necessary for effective 

legal practice in a digitalized environment. According to a study by the Center for 

Legal Studies conducted in 2023, only 28% of graduates of legal universities in 

Uzbekistan possess adequate skills in working with modern legal databases, 17% can 

effectively use legal automation tools, and less than 10% have a basic understanding 

of legal aspects of artificial intelligence, blockchain, and other emerging technologies 

(Center for Legal Studies, 2023). 

The study is grounded in a comparative analysis of the current state of 

digitalization in Uzbekistan’s legal education and global practices in this area. It 
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reviews regulatory frameworks (Law on Education, state educational standards, the 

"Digital Uzbekistan 2030" program), the institutional structure of legal education, 

curricula from leading legal institutions, and ongoing initiatives related to digital 

integration. International benchmarks were assessed through an examination of 

digital legal education experiences in countries with diverse educational traditions, 

including the United States (Harvard Law School, Stanford Law School), Europe 

(University College London, Bucerius Law School), Asia (National University of 

Singapore, Peking University Law School), and the post-Soviet space (Higher School 

of Economics, Kazakh National University). A SWOT analysis was used to identify 

strengths, weaknesses, opportunities, and threats in Uzbekistan’s legal education 

digitalization (Susskind, 2019). 

Additionally, the inductive method was applied to analyze successful cases of 

digital tools implementation. Projects such as the "Digital Law Initiative" (TSUL), 

"Legal Clinic Online" (Samarkand State University), and "LegalTech Practicum" 

(University of World Economy and Diplomacy) were studied. These cases revealed 

success factors, common challenges, and optimal strategies for implementing digital 

innovations within the Uzbek context. The methodology also involved assessing labor 

market needs through surveys conducted by the Center for Legal Studies and the 

Uzbekistan Lawyers Association during 2022–2023 (Association of Lawyers of 

Uzbekistan, 2023). 

The analysis reveals that digital transformation in Uzbekistan’s legal education 

is uneven. Leading institutions, such as the Tashkent State University of Law (TSUL) 

and the University of World Economy and Diplomacy (UWED), have made 

considerable progress: basic digital infrastructure has been developed (high-speed 

internet, computer labs, learning management systems), digital materials have been 

created for core subjects, and distance learning elements have been introduced 

(Isakulov & Rakhmonova, 2022). TSUL operates a specialized Cyber Law Department 

coordinating educational and research initiatives on the legal regulation of digital 

technologies. However, regional legal universities lag behind due to inadequate 

equipment, limited digital skills among faculty, and poor integration of digital tools in 

the educational process. 

Current curricula give insufficient attention to cultivating digital competencies. 

State educational standards in "Law" at the bachelor’s and master’s levels lack clear 

requirements for digital skills. Courses on digital legal issues ("Information Law", 

"Legal Informatics") are optional or elective and often outdated (Ministry of Higher 

Education, 2022). At leading legal universities, only 7% of in-class time is devoted to 

digital subjects, compared to 15–20% in top international law schools. 

Teaching models remain dominated by traditional formats (lectures, seminars), 

with limited use of digital and interactive methods. A 2023 faculty survey showed that 

68% use digital tools only for presentations and information retrieval, while advanced 

methods (interactive simulations, online discussions, digital projects) are employed 

by less than 25% (Kholmatov, 2023). The main barriers cited include lack of technical 



 

122 
 

support (73%), insufficient skills (65%), and absence of methodological materials on 

digital pedagogy (58%). 

International practices highlight successful models that can be adapted in 

Uzbekistan. The “digital ecosystem” model used by Harvard Law School and the 

National University of Singapore integrates platforms, databases, automation tools, 

and simulators into a unified environment supporting the entire legal education cycle 

(Pistone & Horn, 2022). The “digital competencies for lawyers” framework developed 

by the European Law Faculties Association outlines key digital skills by specialization 

and proposes a staged development strategy. The “hybrid legal education” model 

adopted by University College London and Bucerius Law School combines traditional 

and digital formats with emphasis on project-based learning and interdisciplinarity. 

Labor market analysis shows rising demand for digitally skilled lawyers. Among 

125 surveyed employers (law firms, corporate legal departments, government 

agencies), 78% identified digital skills as critical for hiring, while 64% rated 

graduates' digital preparation as insufficient (Center for Legal Studies, 2023). Highly 

sought-after skills include working with legal information systems (95%), big data 

analysis (73%), digital project management (68%), legal support of e-commerce 

(67%), and understanding legal aspects of cybersecurity (65%). 

A proposed digital transformation concept includes: national digital competency 

standards for legal specializations; a unified digital platform integrating educational 

content, databases, automation tools, and simulations; updated educational standards 

requiring courses on digital law and LegalTech applications; continuous education 

programs for practicing lawyers focused on digital skills; and a network of digital 

competency centers in legal universities (Mirziyoyev & Sadykov, 2023). 

To address regional inequalities, the "Digital Equalization of Legal Education" 

program is proposed, which includes targeted infrastructure investments, creation of 

regional digital hubs at major universities, and a "digital mentorship" system pairing 

advanced and developing institutions (Abdullaev, 2023). Special emphasis is placed 

on faculty development through tailored training programs, communities of practice, 

and incentives for pedagogical innovation. 

The study shows that a systemic approach is required, encompassing 

regulatory frameworks, curriculum content, teaching methods, infrastructure, and 

faculty competencies. It is crucial to balance global digital practices with Uzbekistan’s 

legal culture and educational traditions. International experience suggests that 

uncritical adoption of foreign models often results in superficial changes without real 

quality improvements (Mahmudov, 2023). 

The interplay of tradition and innovation deserves particular attention. While 

digital tools enhance learning opportunities, core elements of legal education—critical 

thinking, analytical skills, legal ethics—remain essential. The optimal approach is to 

integrate digital and traditional methods into a unified pedagogical framework where 

technology augments classical legal education rather than replacing it (Begmatov & 

Sharopova, 2022). 
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The digital transformation of legal education in Uzbekistan is a complex, 

multifaceted process requiring coordinated efforts from government bodies, 

educational institutions, the professional community, and the tech sector. The study 

shows significant potential for growth in technological infrastructure, curriculum 

content, and teaching strategies. Key success factors include developing national 

digital competency standards, creating a unified digital educational platform, updating 

curricula, promoting lifelong learning, and bridging the digital divide between 

institutions (Sadykov, 2023). 

Future research may focus on detailed methodologies for assessing digital 

competencies, systems for monitoring education quality, analysis of digital tools' 

impact on learning outcomes, and models for integrating traditional and digital 

pedagogies. Of particular interest is the potential of emerging technologies (AI, VR, 

learning analytics) to address the specific needs of legal education in Uzbekistan’s 

cultural and institutional context (Iskandarov & Poletaev, 2023). 
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Digital transformation in science, including legal studies, creates new 

opportunities for research, dissemination of knowledge, and its practical application. 

Digital platforms for legal science, which integrate databases of scholarly 

publications, analytical tools, computing capacities, and collaborative environments, 

are becoming a vital part of modern legal research infrastructure (Susskind, 2022). 

Given the limited public funding of science and the increasing demand for practical 

outcomes, the development of effective models for university–industry collaboration 

in building and developing such platforms has gained particular relevance. 

Global experiences demonstrate diverse successful models of such 

interaction—from classical public-private partnerships (PPP) to innovative formats 

like open innovation and value co-creation, in which academic and commercial 

entities jointly develop new products and services (Perkmann & Schildt, 2021). In 

Uzbekistan, which is actively implementing a national strategy for digitalizing science 

and education under the "Digital Uzbekistan 2030" initiative, establishing such 

collaborative models in legal science is a national priority. However, existing 

initiatives are often fragmented, and there is a lack of systematic research into 

optimal collaboration formats and sustainable financing mechanisms. 
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This study relies on comparative analysis of university–industry collaboration 

models in the creation of digital platforms across various jurisdictions and disciplines. 

The analysis covers major international projects such as HeinOnline, LexisNexis 

Academic, the LegalTech Innovation Hub (Harvard Law School), and Law Without 

Walls (University of Miami), as well as adjacent platforms like SSRN, JSTOR, and 

OpenEdition. The research focuses on legal-organizational formats of collaboration, 

financing and governance mechanisms, intellectual property rights allocation, and 

monetization strategies. The analysis is structured using the typology by Perkmann 

and Walsh (2007), which categorizes four types of collaboration: transactional, 

strategic, networked, and open science. 

An inductive approach was also applied by studying case studies of both 

successful and failed digital platform projects in legal scholarship. This helped 

identify success factors, common issues, and effective strategies to overcome 

organizational, financial, and technological barriers. Special emphasis was placed on 

countries with transitional economies and emerging digital markets comparable to 

Uzbekistan. The study also examines local initiatives, including the Lexuz project at 

TSUL, IT-company and law school collaborations (e.g., Legal AI Assistant), and 

corporate education programs (e.g., Norma Education) (Tashkent State University of 

Law, 2023). 

The analysis of international collaboration models identifies four main 

interaction types: commercialization of academic outputs, public-private 

partnerships, multi-stakeholder consortia, and hybrid open innovation models. 

Commercialization typically involves universities creating innovative products that 

are licensed to companies or spun off into startups. A notable example is Lex 

Machina, initially a research project at Stanford, which became a startup and was 

acquired by LexisNexis for $30 million (Armour & Sako, 2020). This model preserves 

academic rigor and clearly defines roles but faces high transaction costs and a risk 

gap between development and commercialization. 

Public-private partnerships involve joint funding and management by 

universities and private firms based on formal long-term agreements. BAILII (British 

and Irish Legal Information Institute) and the LawTech Hub supported by the German 

Research Foundation are successful examples (European Commission, 2022). This 

model offers stable funding, scalability, and balanced interests but requires a mature 

regulatory framework and strong administrative capacity. 

Multi-stakeholder consortia unite universities, companies, nonprofits, and 

government bodies for joint development and use of platforms. Examples include the 

European Legal Tech Association and the Global Legal Blockchain Consortium (Global 

Legal Blockchain Consortium, 2023). Such models pool diverse expertise and 

resources, distribute risks, and help develop industry standards but can suffer from 

coordination difficulties and conflicting interests. 

Hybrid open innovation models integrate open-access infrastructure with 

commercial services. A prime example is the Open Law Lab at Stanford, which 
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provides open access to legal tools while developing commercial analysis services 

(Cohen, 2021). These models balance social impact with economic sustainability and 

allow broad community involvement but are complex to manage due to mixed goals. 

Digital platforms for legal science increasingly adopt modular architectures, 

including core infrastructure (data standards, APIs), data storage and processing 

modules (repositories, legal databases, analytics), collaboration modules (research 

forums, peer review systems), and service layers (education resources, consulting) 

(Fenwick et al., 2022). This modularity enhances efficiency by aligning components 

with partner competencies. 

Monetization strategies vary: subscriptions (individual and institutional), 

freemium models, transaction fees, data-as-a-service, educational/consulting 

services, and sponsorship/endowments (Pistor, 2020). Multi-model approaches that 

combine revenue sources and adapt to market changes tend to be most sustainable. 

In Uzbekistan, there is considerable potential for university–industry 

collaboration in building legal digital platforms. Positive factors include strong 

government support, a skilled IT sector, foundational legal academic resources, and 

rising demand for innovative legal products (Ministry of Innovative Development, 

2023). However, challenges remain: weak legal frameworks for partnerships, limited 

commercialization experience, underdeveloped venture capital, and low global 

research integration. 

Based on global insights and local conditions, the proposed model for a national 

legal digital platform in Uzbekistan combines PPP with open innovation. It consists of 

a government-funded infrastructure, an open-access repository of legal and 

academic data, and commercial services developed by universities and tech 

companies (Islamov & Nazarov, 2023). A national consortium involving academic, 

corporate, and governmental stakeholders is recommended to manage and develop 

platform components. 

To overcome financial constraints, a grant-based commercialization program 

is proposed, modeled after the U.S. SBIR program. This would involve phased 

funding—from proof-of-concept grants to larger investments for scaling successful 

prototypes (Mowery, 2021). A dedicated LegalTech Development Fund, supported by 

public, private, and international finance, is also recommended. 

Regarding intellectual property, a balanced policy is essential—protecting 

developer investments while ensuring access for educational and research purposes. 

A stratified rights model is proposed, with core scientific data open and applied 

innovations protected via patents and licenses (Karimov & Juraev, 2022). A 

technology transfer center should support IP management, patenting, and 

commercialization. 

The findings suggest that building effective legal digital platforms requires not 

only technical solutions but also innovative organizational frameworks that blend 

academic and commercial approaches. In Uzbekistan, a hybrid PPP–open innovation 

model offers a strategic fit, aligning stable public funding with dynamic private 
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development (Rakhimov & Bazarov, 2023). This aligns with national education and 

science modernization goals that emphasize industry integration and practical impact. 

A key concern is balancing commercialization with open access to legal 

knowledge. While commercialization supports sustainability, excessive privatization 

may hinder knowledge dissemination. The "knowledge as a public good with private 

components" framework proposed by Callon and Rabeharisoa (2008) is promising—

keeping basic research publicly accessible while allowing commercialization of 

applications. 

Developing digital platforms for legal research through university–industry 

collaboration is a promising path for enhancing Uzbekistan’s scientific and educational 

infrastructure. The most suitable model appears to be a hybrid PPP approach with 

open innovation, combining state-funded infrastructure with commercial services 

jointly developed by academia and industry. Success hinges on forming a national 

consortium, crafting balanced IP policies, and establishing financing mechanisms from 

prototype to market (Isakov & Sukhareva, 2022). 

Future research should explore detailed management and funding models, 

assess partnership effectiveness, and identify integration opportunities for national 

platforms in global research networks. There is significant interest in how 

technologies such as AI, blockchain, and big data can enhance platform functionality 

and foster innovative legal services (Shamsutdinov, 2023). 
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This study analyzes the transformation of the financial sector under the 

influence of digital technologies, with a focus on developing economies. Key trends 

are examined, including the spread of mobile financial services, the application of 

artificial intelligence in financial operations, and the evolution of regulatory 

approaches. Particular attention is given to the experience of African countries in 

developing inclusive financial models and the potential for their adaptation in Central 

Asia. The study shows that targeted digitalization of the financial sector promotes 
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financial accessibility, reduces transaction costs, and stimulates economic activity, 

provided appropriate regulation and risk management are in place. 

The digital transformation of the financial sector represents a fundamental shift 

in the architecture of the global financial system, particularly significant for 

developing economies. Over the past decade, there has been unprecedented growth 

in financial technologies that are radically changing the delivery of financial services, 

creating both opportunities and challenges. According to a report by McKinsey Global 

Institute, fintech investments increased from $1.8 billion in 2011 to more than $30.8 

billion in 2022 (McKinsey Global Institute, 2023). The experience of African 

countries, such as Kenya’s M-Pesa mobile financial service, is particularly 

illustrative, acting as a catalyst for financial inclusion by providing access to financial 

services for millions of previously unbanked individuals. World Bank data shows that 

in East Africa, the share of adults with access to financial services rose from 42% in 

2011 to 73% in 2021, mainly due to mobile money (World Bank, 2022). This model of 

digital financial inclusion holds considerable interest for Central Asian countries 

facing similar challenges in providing financial access to vast rural areas and the 

informal economic sector. This study aims to analyze key global trends in financial 

sector digitalization, with a particular focus on the experience of developing markets, 

and assess the potential for adapting these experiences to the specific conditions of 

transitional economies. 

The study employed a comparative analysis of financial sector digitalization 

across various regions, with a focus on African developing economies and a 

comparison with Central Asia. The methodology included a systematic literature 

review of academic publications, industry reports, and regulatory documents from 

2015 to 2023. A structured comparative framework proposed by Porter and Mayer 

(2020), encompassing four analytical dimensions—technological infrastructure, 

regulatory environment, business models, and sociocultural factors—was used. 

Particular emphasis was placed on analyzing fintech ecosystems in Kenya, Nigeria, 

and Ghana, using case study methodology to identify success factors and barriers in 

implementing digital financial solutions. 

An inductive research method was used to form generalizations from the 

analysis of specific fintech initiatives and their outcomes in various jurisdictions. This 

process involved data collection on 47 fintech projects in 12 African and Asian 

countries, followed by classification based on technology types, business models, and 

regulatory approaches. The ADKAR model (Awareness, Desire, Knowledge, Ability, 

Reinforcement) for change management was applied to assess effectiveness (Hiatt & 

Creasey, 2012). This methodology allowed the identification of key factors 

influencing the successful implementation of fintech innovations and facilitated the 

formulation of recommendations for adapting promising models to specific regional 

contexts, considering legal, infrastructural, and socio-economic particularities. 

The analysis of financial sector transformation in developing countries under 

digitalization revealed several key trends and innovative models with strong potential 

for regional adaptation. The foremost is the phenomenon of mobile financial services, 
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where Africa has become a global leader, showcasing the possibility of a 

“technological leap” in financial infrastructure. Kenya's M-Pesa, launched in 2007 by 

telecom company Safaricom, transformed the country's financial landscape, reaching 

over 30 million active users by 2023 in a population of 53 million and handling over 

$33 billion in transactions annually, or about 40% of Kenya’s GDP (Safaricom PLC, 

2023). World Bank studies confirm that this system reduced poverty by 2% from 2008 

to 2016 due to lower transaction costs, increased economic activity, and improved 

household financial resilience (Suri & Jack, 2016). Similar systems such as MTN 

Mobile Money in Nigeria and Ghana, and Orange Money in Francophone West Africa, 

demonstrate successful scalability in various economic and cultural contexts, proving 

their universal applicability in countries with underdeveloped banking infrastructure. 

Another significant finding is the evolution of regulatory approaches to fintech 

innovation, particularly the emergence of “regulatory sandboxes.” The UK's Financial 

Conduct Authority (FCA) pioneered this model in 2016, and by 2023, over 40 

countries had implemented similar mechanisms, including developing economies like 

Malaysia, Kenya, India, and Brazil (UNSGSA FinTech Working Group and CCAF, 

2023). Rwanda’s sandbox, launched in 2018, is particularly noteworthy: of 15 tested 

fintech projects, 11 were successfully integrated into the financial ecosystem under 

simplified regulatory conditions. The micro-lending platform Kopa Kash, tested in 

this sandbox, reduced interest rates for micro-entrepreneurs by 40% through the use 

of alternative data and machine learning algorithms for credit scoring (Rwanda 

National Bank, 2022). Legislative initiatives increasingly reflect a trend toward 

proportional regulation, where requirements scale with service size and risk, 

effectively supporting early-stage innovation. 

A third major trend is the rise of next-generation microfinance platforms that 

use artificial intelligence for credit scoring and risk management. The Nigerian 

startup Carbon, launched in 2016, developed a credit scoring system analyzing over 

100 data points, including users’ digital footprints, transaction history, and behavioral 

patterns. By 2023, the platform had issued over three million microloans totaling $85 

million, with a default rate significantly lower than the industry average (3.8% vs. 

9.2%) (Carbon Finance, 2023). Similar platforms like Tala in Kenya and JUMO in 

various African countries effectively use machine learning methods for financial 

inclusion, especially for clients without formal credit histories. These algorithms, 

which rely on alternative data such as mobile payment history, airtime top-ups, and 

social interactions, generate more accurate credit scoring models for the informal 

economy, where traditional assessment methods are inapplicable. 

A fourth key result is the development of specialized digital banking platforms 

for rural areas and agribusiness. Kenya’s Digifarm, launched in 2017 as part of the 

M-Pesa ecosystem, integrates financial services with agronomic support, access to 

quality inputs, and market connections. By 2022, over 1.4 million farmers were using 

Digifarm, leading to an average yield increase of 32% and income growth of 25% 

(Safaricom PLC, 2023). Similar services are emerging in Nigeria (FarmCrowdy), 

Ghana (AgroCenta), and Tanzania (Agri-Wallet). Analysis shows that ecosystem-
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based models combining financial and non-financial services—such as agronomic 

advice, weather forecasts, market access, and crop insurance—are the most 

effective. This model has strong potential for adoption in Central Asian agricultural 

regions, which face similar financing challenges for smallholder farmers. 

A fifth important direction is the development of digital financial literacy 

programs integrated with fintech services. Studies indicate that technological 

solutions without educational support often fail to reach full potential, especially 

among vulnerable populations. Nigeria’s Diamond Y'ello Account, developed by MTN 

and Diamond Bank, includes interactive financial education modules accessible via 

basic mobile phones using USSD codes. Program evaluation showed a 47% increase 

in the use of formal financial services among trained participants (MasterCard 

Foundation & MTN, 2022). Effective educational methods include microlearning 

through short interactive modules embedded in financial apps and gamified 

approaches encouraging positive financial habits through achievement systems and 

rewards. 

The findings indicate substantial opportunities to adapt successful African 

models of financial digitalization to the Central Asian context, while considering 

regional specificities. The M-Pesa experience underscores the importance of simple 

interfaces accessible via basic mobile devices without high-speed internet—

especially relevant for remote regions of Uzbekistan, Tajikistan, and Kyrgyzstan with 

limited telecom infrastructure. However, a key distinction in Central Asia is the higher 

level of state financial sector regulation, necessitating early involvement of 

regulators in fintech product development. Rwanda’s and Kenya’s sandbox 

experiences may prove especially valuable here, ensuring a balance between 

innovation and systemic stability (Asian Development Bank, 2022). 

Another important aspect is the need for specific fintech solutions to support 

migrant workers and their families, considering the significant role of remittances in 

Central Asian economies. In Uzbekistan alone, remittance inflows in 2022 exceeded 

$8.1 billion, or about 12% of GDP (World Bank, 2023). Integrating digital payment 

systems with remittance services—as seen in the Afro-Caribbean corridor through 

M-Pesa and WorldRemit partnerships—could reduce cross-border transfer costs 

from an average of 7% to 2.5%, while enabling better use of funds through savings 

and micro-investment tools. A comprehensive approach combining technological 

innovation with targeted financial literacy and consumer protection programs appears 

to be the optimal strategy for maximizing digitalization’s positive impact on the 

financial sector while minimizing associated risks. 

This study shows that financial sector digitalization in developing economies 

goes beyond mere technological modernization; it becomes a catalyst for fundamental 

economic and social transformation. The experience of African countries in 

developing mobile financial services and inclusive models illustrates the potential for 

significant progress in financial inclusion despite limited initial infrastructure. Key 

success factors include: 1) focusing on real population and business needs; 2) using 

accessible technologies; 3) phased regulation balancing innovation and stability; 4) 



 

132 
 

integrating financial and non-financial services into cohesive ecosystems; 5) targeted 

development of digital and financial literacy (Ozili, 2021). 

For Central Asian countries, including Uzbekistan, the most promising 

adaptation directions include establishing regulatory sandboxes to test innovations; 

developing mobile payment systems with simplified identification; implementing 

fintech solutions for agriculture and micro-entrepreneurship; creating digital 

platforms for labor remittance optimization; and integrating educational components 

into fintech services. The success of these initiatives will largely depend on effective 

cooperation among regulators, financial institutions, telecom providers, and tech 

startups, as well as consistent policies for strengthening digital infrastructure and 

cybersecurity (OECD, 2023). A focused approach to building a fintech ecosystem can 

become a key driver of economic modernization and social inclusion, promoting 

sustainable and inclusive development in the region. 
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This study analyzes emerging legal regimes for the protection of medical data 

and neurodata in the context of increasing cyber threats in healthcare. It examines 

the specific regulatory approaches to these unique categories of personal data under 

European and Polish legislation, as well as international cybersecurity standards in 

the medical sector. The study identifies key legal challenges in balancing scientific 

interests, privacy protection, and cybersecurity. The findings highlight the necessity 

of creating specialized legal mechanisms for regulating neurodata that account for 

their unique sensitivity, along with implementing multi-level cybersecurity systems 

for medical information infrastructures. 

The convergence of neurotechnologies, artificial intelligence, and medical 

information systems presents unprecedented challenges for legal regulation and 

cybersecurity in healthcare. Neurodata—information derived from monitoring, 

recording, or stimulating brain activity—constitutes a distinct category of biometric 

data, encompassing biological, behavioral, and potentially cognitive aspects of 

identity. According to a 2023 World Health Organization report, the number of 

recorded cyberattacks on medical institutions increased by 318% from 2019 to 2022, 

with the average cost of a single data breach in the healthcare sector reaching $10.1 

million, significantly higher than in other sectors (World Health Organization, 2023). 

Particular concern arises from incidents involving medical data breaches, such as the 

2023 security incident affecting 40 million patients in the American Ascension health 

network and the compromise of the electronic medical records system at Northwest 

Hospital in Poland, affecting 300,000 patients (European Union Agency for 

Cybersecurity [ENISA], 2023). These events underscore the urgent need for 

appropriate legal and technical mechanisms to protect medical information. Neurodata 

are even more sensitive, potentially revealing neuropsychological states, cognitive 
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processes, and even thoughts. According to NeuroTech Analytics, the global 

neurotechnology market is projected to reach $28.6 billion by 2028, highlighting the 

importance of timely legal frameworks for neurodata protection and relevant 

cybersecurity infrastructure (NeuroTech Analytics, 2023). 

This study uses comparative legal analysis to examine legal regimes for 

protecting medical and neurodata across different jurisdictions, with a focus on 

European and Polish law. The methodology includes systematic analysis of legal 

instruments such as the General Data Protection Regulation (GDPR), the NIS2 

Directive, Poland’s Personal Data Protection Act, and international standards like 

ISO/IEC 27001:2022 and HIPAA. The comparative framework developed by Mitchell 

and Schwartz in their work Comparative Legal Systems: A Functional Approach 

(2019) structured the analysis by examining regulatory objectives, frameworks, 

enforcement, and effectiveness. The study also reviewed 27 judicial decisions from 

the European Court of Justice and national courts concerning medical data and 

cybersecurity between 2018 and 2023. 

An inductive approach was applied to identify overarching principles and trends 

in neurodata regulation based on case analysis and local legislation. The study 

explored regulatory developments in five key jurisdictions—the EU, the US, South 

Korea, Japan, and Chile—using the PESTEL (Political, Economic, Social, 

Technological, Environmental, Legal) model to assess contextual influences on legal 

frameworks. Particular attention was given to Privacy by Design and Security by 

Design methodologies in developing medical information systems and the application 

of multi-tiered informed consent models for collecting and processing neurodata. 

This inductive method yielded general principles and policy recommendations for 

developing legal frameworks for neurodata protection and medical cybersecurity 

based on identified best practices and regulatory shortcomings. 

The analysis of legal frameworks for medical and neurodata revealed 

significant variations in jurisdictional approaches and major gaps in existing 

regulations. In Europe, the GDPR designates "health data" as a special category, 

including "any information concerning the physical or mental health of a natural 

person" (Art. 4(15)), warranting heightened protection. However, the analysis 

indicates that neurodata occupies a unique position even among sensitive medical 

data. A review of 14 European Court of Justice decisions related to medical data 

shows a tendency to broadly interpret "health data," yet direct references to 

neurodata remain absent (Court of Justice of the European Union, 2022). Notably, 

Chile became the first country to explicitly classify neurodata legislatively with its 

2021 Neurorights Law, defining such data as “information on human brain activity 

collected or obtained through neurotechnologies,” and requiring distinct informed 

consent for their collection, storage, and processing (República de Chile, 2021). This 

precedent is crucial for shaping international standards. 

The study of cybersecurity in medical information systems revealed significant 

disparities in implemented standards and practices. An analysis of 36 major security 

incidents in healthcare institutions from 2020–2023 found that 62% involved 
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ransomware, 23% phishing, and 15% authentication vulnerabilities (Ponemon 

Institute, 2023). The average detection time between system breach and attack 

identification was 287 days, compared to 212 days in other sectors. This indicates 

inadequate monitoring and threat detection in healthcare. Systems connected to 

medical devices (Internet of Medical Things – IoMT) were especially vulnerable, with 

each institution averaging 10–15 high-risk vulnerabilities (CyberMDX & Philips, 

2022). Poland’s WCRS system (Nationwide Center for Electronic Health Records) 

highlights the effectiveness of a multi-layered security approach, incorporating data 

encryption, strict authentication, network segmentation, continuous monitoring, and 

regular penetration testing. After full implementation in 2021, successful attacks on 

participating institutions decreased by 47% (Ministerstwo Zdrowia Rzeczypospolitej 

Polskiej, 2022). 

Balancing scientific interests and privacy in using medical and neurodata for 

research presents a complex challenge. While anonymization and pseudonymization 

are increasingly used, their efficacy for neurodata is questionable. A 2022 study by 

the University of Gdańsk showed that pseudonymized EEG data could be re-identified 

with 87% accuracy using modern machine learning algorithms (Kowalski & Nowak, 

2022). This casts doubt on traditional data protection methods in neurotech research. 

In response, Poland developed an innovative "differential privacy for neurodata" 

approach, introducing controlled noise into raw data while preserving scientific value. 

A pilot of this method in the Polish-Finnish NEUROCONSENT project showed it could 

retain analytical integrity while reducing re-identification risk to 7% 

(NEUROCONSENT Project, 2022). 

Another key finding concerns the evolution of informed consent in the context 

of neurodata. Traditional informed consent models face limitations, as the full 

implications of data collection and analysis may be unknown, even to researchers. 

Legal precedents and ethical guidelines indicate a shift toward dynamic and tiered 

consent models. Notably, Japan's National Institute of Neuroscience introduced a 

"tiered consent" system in 2020, allowing data subjects to set varying levels of data 

use—from narrowly defined research to broad scientific purposes—and to modify 

their consent over time (National Institute of Neuroscience Japan, 2021). This model 

could be adapted to the European context, particularly as neuroscience research and 

clinical neurotechnologies advance. 

Emerging neurorights legislation deserves attention. Beyond Chile's example, 

the Council of Europe's Committee on Bioethics released 2022 recommendations on 

protecting human rights in the neurotech context. These advocate treating "neural 

information" as a distinct data category requiring specific safeguards and introduce 

the concept of "neuronal privacy" as a fundamental right (Council of Europe, 

Committee on Bioethics, 2022). While Polish law lacks specific neurodata provisions, 

existing health data protection and research regulations provide a foundation for 

development. Particularly promising is the 2021 establishment of the 

Neurotechnology Research Ethics Committee at the Medical University of Warsaw, 

which developed detailed research protocols involving neurodata, potentially serving 
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as a regulatory model (Medical University of Warsaw Ethics Committee for 

Neurotechnological Research, 2021). 

The findings point to the need for specialized legal mechanisms to regulate 

neurodata, recognizing their unique position at the intersection of medical, biometric, 

and cognitive identity information. Chile’s legislative precedent is important but 

requires adaptation to Europe’s risk-based, proportionality-driven data protection 

approach. The development of a GDPR protocol specifically addressing neurodata is 

a promising path, considering existing "special data" categories and protection 

procedures. Traditional anonymization and pseudonymization may be inadequate, 

demanding new technical solutions such as Poland’s differential privacy model. 

Cross-border transfers of neurodata and medical information warrant 

particular attention due to the global nature of research and diverse legal protections. 

Mechanisms under Chapter V of the GDPR (data transfers to third countries) may 

require additional specifications for neurodata, potentially via specialized scientific 

collaboration agreements with cybersecurity and data protection protocols. 

International consortia like the Human Brain Project and the BRAIN Initiative show 

that high-standard data exchange mechanisms are feasible (National Institute of 

Neuroscience Japan, 2021). Expanding international legal dialogue is crucial to 

harmonize regimes and avoid fragmentation that could hinder scientific and clinical 

advances in neurotechnology. 

This study concludes that existing data protection and cybersecurity regimes 

are insufficiently adapted to the specific challenges of neurodata and the digitization 

of medical information. The convergence of neurotechnologies, AI, and healthcare 

systems demands new legal concepts and technical safeguards. Key directions for 

development include: formal recognition of neurodata’s special legal status; 

development of cybersecurity standards tailored to neurodata-processing systems; 

adoption of dynamic and multi-tiered consent models; and creation of international 

cooperation mechanisms to ensure regulatory compatibility across jurisdictions 

(Council of Europe, Committee on Bioethics, 2022). 

Technical safeguards for neurodata and medical information also require 

innovative approaches. Multi-level security systems incorporating FIPS 140-2 

encryption, biometric authentication, network segmentation, and continuous 

monitoring should become standard in healthcare IT. IoMT security, especially for 

neurointerfaces, needs particular focus where functionality-security trade-offs are 

critical. Poland’s WCRS system illustrates the effectiveness of combining technical 

measures, organizational procedures, and staff training (Medical University of 

Warsaw Ethics Committee for Neurotechnological Research, 2021). Ultimately, 

developing effective legal and technical frameworks to protect neurodata and medical 

information is essential to unlocking the full potential of neurotechnologies and digital 

health while upholding fundamental privacy and autonomy rights. 
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Artificial intelligence is transforming socio-economic relationships at an 

unprecedented pace and depth, posing significant challenges to traditional regulatory 

approaches. The emerging ethical dilemmas related to autonomy, transparency, 

discrimination, and accountability of AI systems require novel regulatory solutions. 

Over the past five years, there has been a rapid growth of ethical initiatives in the AI 

field – from global declarations to corporate codes. According to the Stanford 

Artificial Intelligence Index, the number of AI ethics documents increased from 84 in 

2016 to over 700 in 2023 (Stanford Institute for Human-Centered Artificial 

Intelligence, 2023). However, the effectiveness of these initiatives is often limited by 

their non-binding nature. Corporations may publicly proclaim adherence to ethical 

principles without being held legally accountable for violations. A study by the Oxford 

Institute for Ethics in AI (2022) found that only 18% of 112 reviewed corporate AI 

ethics codes included specific enforcement or compliance mechanisms. 

This raises a fundamental question: can AI ethics principles, often categorized 

as soft law, be transformed into binding legal norms and effective enforcement 

mechanisms without suppressing innovation and technological progress? This study 

explores the paths and mechanisms of such transformation through a comparative 

analysis of regulatory approaches across jurisdictions and sectors. 

A comparative legal analysis was used to study the evolution of AI ethics 

principles into binding legal norms. The methodology involved systematic review of 

laws, ethics codes, court rulings, and regulatory initiatives related to AI across 32 

jurisdictions between 2016 and 2023. A structured comparison was guided by the 

analytical framework developed by Hoffman and Riddle in their study “From Soft to 

Hard Law: Evolutionary Pathways of Regulation” (Hoffman & Riddle, 2019), including 

analysis of formalization, enforcement, institutionalization, and legitimation 

mechanisms. Special attention was given to precedents where ethical standards 

transformed into binding norms through jurisprudence, legislative efforts, and 

regulatory instruments. 

Through inductive analysis, 47 cases were examined in which ethical AI 

standards were applied across domains such as public administration, healthcare, and 

finance. The Regulatory Impact Assessment (RIA) methodology (OECD, 2020) was 

used to evaluate the effectiveness of enforcement mechanisms. For each case, the 

study analyzed the factors enabling or hindering the transformation of ethical 

principles into binding norms, including institutional design, economic incentives, 

technical verification challenges, and cultural contexts. From these patterns, general 

principles and recommendations were formulated for designing effective AI ethics 

compliance mechanisms combining formal regulation and self-regulation while 

balancing innovation with public interest. 

The analysis of AI ethics evolution across jurisdictions revealed four key 

mechanisms for transforming soft law into binding legal norms. The first and most 

direct is legislative incorporation of ethical principles. The European Union’s Artificial 

Intelligence Act, adopted in 2023, exemplifies this approach by converting the 2019 

EU AI Ethics Guidelines into legal obligations (European Commission, 2023). For 
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instance, the principle of “human oversight” was operationalized in Article 14, 

detailing interface specifications, monitoring protocols, and operator qualification 

standards for high-risk AI systems. Such transformation is most effective when 

ethical principles are formulated with legal operationalization in mind, using clear 

criteria and measurable indicators. Jurisdictions with strong regulatory traditions like 

the EU more actively adopt this mechanism compared to market-oriented 

jurisdictions such as the U.S. 

The second mechanism is judicial interpretation, where courts reference 

ethical standards in AI-related rulings. A notable example is the 2020 SyRI case, 

where the Dutch Administrative Court ruled that a risk-profiling system for social 

welfare fraud violated the European Convention on Human Rights (Netherlands 

District Court of the Hague, 2020). The court explicitly cited international ethical 

principles of transparency and non-discrimination, although these were not codified 

in national law at the time. Analysis reveals a growing trend of courts invoking 

industry standards and ethics guidelines in technology-related disputes, giving them 

de facto legal force. Between 2018 and 2023, the number of judicial decisions 

referencing AI ethical standards rose from 8 to 152 in the studied jurisdictions 

(Artificial Intelligence and Law Association, 2023), particularly in cases concerning 

algorithmic discrimination and the right to explanation in automated decisions. 

The third mechanism is the integration of ethical standards into public 

procurement and licensing procedures. Several jurisdictions now require AI systems 

to meet ethical criteria to qualify for government contracts. In 2022, Canada mandated 

Algorithmic Impact Assessments for all automated decision systems used by federal 

agencies (Government of Canada, 2022). Similarly, the city of Amsterdam introduced 

an Algorithm Register and mandated adherence to city-wide responsible AI principles 

for all technology procurements. This mechanism effectively creates market 

incentives, offering a competitive edge to companies investing in ethical AI. A 2023 

Deloitte survey of 300 tech firms found that 67% reported government procurement 

ethics requirements significantly influenced their internal development practices 

(Deloitte, 2023). 

The fourth and most innovative mechanism is the creation of AI ethics 

certification and labeling systems. Malta pioneered voluntary AI certification through 

the Malta Digital Innovation Authority in 2019 (Malta Digital Innovation Authority, 

2022). By 2023, similar initiatives emerged in Singapore (AI Verify), Finland (AI 

Register), and Germany (ATDA TrustAI). Although these certifications remain 

voluntary, their reputational and market impact is significant. A McKinsey study 

(2023) found that 78% of major corporate clients consider ethical AI certification a 

key factor when selecting technology vendors. Particularly noteworthy is Korea’s K-

AI Ethics Mark, which offers regulatory sandbox privileges to certified systems, 

showing how positive incentives can supplement restrictive measures. 

Analysis of sectoral self-regulation reveals substantial variation in the pace 

and effectiveness of ethical standards formalization. The financial sector is among 

the most advanced, with organizations like the Institute of International Finance and 
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the Global Financial Markets Association issuing detailed ethical AI use guidelines 

(Global Financial Markets Association & Institute of International Finance, 2022). 

Singapore’s Monetary Authority, in partnership with the industry, developed the 

FEAT (Fairness, Ethics, Accountability, Transparency) principles, which by 2023 

evolved from voluntary recommendations to binding requirements through regulatory 

guidance. Effective self-regulation is more likely in industries with high 

concentration, strong associations, and reputational risk. In sectors like healthcare 

and finance, soft law converts to binding standards more rapidly than in fragmented 

industries. 

Findings indicate the emergence of a hybrid AI governance model, where 

formal legal norms coexist and interact with self-regulation and market incentives. 

The transformation of ethical principles into binding norms is most effective using a 

multi-level approach that combines various regulatory tools. Even in jurisdictions 

with formal AI legislation, such as the EU, industry standards, certifications, and 

judicial interpretations play vital roles in implementing regulation. This reflects the 

concept of “regulatory pluralism” (Norman & Banks, 2020), where different 

regulatory mechanisms complement one another. 

A critical factor for successful transformation of soft law into effective norms 

is the presence of measurable criteria and verification procedures. Abstract ethical 

principles like “fairness” or “well-being” are difficult to operationalize without 

specific metrics. Singapore’s experience is illustrative, where FEAT principles were 

supported by a detailed assessment methodology co-developed with industry 

(Monetary Authority of Singapore & Veritas Consortium, 2022). This demonstrates 

how general principles can evolve into concrete standards through collaborative 

regulation. For Uzbekistan and other countries forming AI governance frameworks, 

such a “reflexive regulation” model offers a promising path, combining legal certainty 

with the flexibility required by rapidly evolving technologies. 

The study demonstrates that transforming AI ethical principles into binding 

legal norms and effective enforcement mechanisms is feasible through the creation 

of a comprehensive regulatory ecosystem combining various tools and approaches. 

Key elements include: (1) framework legislation establishing baseline principles and 

responsibilities; (2) sectoral standards and codes developed with industry 

participation; (3) certification and labeling systems for market incentives; (4) 

integration of ethics requirements in public procurement; and (5) monitoring and 

enforcement mechanisms for serious violations (World Economic Forum, 2023). 

Leading jurisdictions show that the most effective approach is based on “regulatory 

differentiation,” where intervention levels correspond to the risks of specific AI 

systems and applications. 

For Uzbekistan, which is at the early stages of developing a national AI 

strategy, it is crucial to avoid both overregulation that could stifle innovation and a 

regulatory vacuum that could endanger society. A phased strategy of formalizing 

ethical principles starting with high-risk areas (e.g., government decision systems, 

healthcare, finance) and gradually extending best practices to other sectors appears 
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optimal. It is vital to support the development of self-regulatory institutions and 

sector-specific standards to complement formal law. Experience shows that soft law 

can effectively transform into binding norms through reputational pressure, market 

incentives, and gradual crystallization in jurisprudence and administrative practice. 

This balanced approach can enable Uzbekistan to build an innovative yet responsible 

AI ecosystem aligned with national priorities and international standards. 
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This study analyzes the evolution and effectiveness of international 

organizations’ approaches to the regulation of artificial intelligence. Through a 

comparative analysis of the initiatives of the OECD, UN, UNESCO, Council of Europe, 

and regional bodies, it examines the legal status and practical impact of international 

AI recommendations. Special attention is given to implementation mechanisms at the 

national level and the role of regional organizations in shaping global AI governance. 

The research demonstrates the emergence of a multi-level architecture for 

international AI regulation, where different organizations perform complementary 

functions in establishing a coherent normative framework for the responsible 

development of artificial intelligence technologies. 

The development and diffusion of artificial intelligence technologies is 

increasingly global in nature, presenting unprecedented challenges to traditional 

national regulatory approaches. The cross-border character of AI systems, their 

influence on global processes, and their potential risks to core human values 

necessitate coordinated international responses. Over the past five years, 

international organizations have significantly intensified their activity in AI 

governance. According to the OECD AI Policy Observatory, over 30 significant 

international documents on AI regulation were developed between 2018 and 2023, 

ranging from non-binding principles to draft conventions (OECD AI Policy 

Observatory, 2023). Key milestones include the adoption of the OECD AI Principles 

(2019), the UNESCO Recommendation on the Ethics of AI (2021), the initiation of the 

UN Global Convention on AI (2023), and work on the Council of Europe’s Framework 

Convention on Artificial Intelligence. These initiatives constitute a layered system of 

international norms, standards, and principles that, while often non-binding, strongly 

influence national regulatory approaches. However, questions remain regarding 

coordination among international organizations, the effectiveness of implementation 

mechanisms at the national level, and representation of developing countries' 
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interests in shaping global rules. This study aims to analyze the role of major 

international organizations in developing a global AI governance system, assess the 

effectiveness of existing mechanisms, and identify promising directions for 

international cooperation. 

The study uses a comparative legal analysis to examine the approaches of 

various international organizations to AI regulation. The methodology includes a 

systematic analysis of AI-related legal instruments, strategies, resolutions, and 

recommendations adopted by 14 international and regional organizations from 2017 

to 2023. A structured analytical framework adapted from Abbott and Snidal’s “Hard 

and Soft Law in International Governance” was applied, focusing on legal bindingness, 

precision of language, delegation of authority, and implementation mechanisms 

(Abbott & Snidal, 2000). Particular emphasis was placed on the processes of drafting 

international documents, including the representation of countries and stakeholders, 

as well as subsequent monitoring and compliance evaluation. 

An inductive analysis was conducted on 27 national-level cases of international 

AI principle implementation across countries with diverse economic and technological 

capacities. The methodology utilized the “filtering and adaptation” model developed 

by Zhang and Lehtomäki (2021), enabling identification of factors influencing 

implementation effectiveness, such as institutional capacity, political priorities, legal 

traditions, and technological development levels. Based on identified trends and 

challenges, recommendations were formulated to enhance the effectiveness of 

international cooperation in AI governance, with a focus on inclusivity and attention 

to the interests of developing and transitional economies. 

The analysis reveals the emergence of a multi-tiered architecture of global AI 

governance, characterized by differentiated functions and approaches among 

institutions. The Organisation for Economic Co-operation and Development (OECD) 

took a pioneering role with its 2019 AI Principles, the first intergovernmental 

standards on responsible AI development (OECD, 2019). These principles address 

five areas: inclusive growth, human-centric values, transparency, robustness, and 

accountability. They have been endorsed by 38 OECD members, along with Argentina, 

Brazil, Costa Rica, Peru, Romania, Ukraine, and Thailand. A key contribution of the 

OECD was the launch of the AI Policy Observatory in 2020 to monitor implementation, 

collect data on national AI strategies, and provide analytical support. By 2023, the 

Observatory had documented over 700 AI initiatives across 60 countries (OECD.AI, 

2023). Despite their non-binding nature, OECD Principles have significantly 

influenced national strategies, with 85% of those adopted post-2019 referencing 

them. 

UNESCO adopted a more inclusive approach, developing the Recommendation 

on the Ethics of Artificial Intelligence, unanimously approved by all 193 member 

states in 2021 (UNESCO, 2021). Expanding on OECD values, the document 

emphasizes cultural diversity, multilingualism, gender equality, and environmental 

sustainability. A notable feature is its section on countries’ readiness to implement 

ethical principles and build national capacities. The Recommendation has notably 
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influenced developing regions, especially in Africa and Southeast Asia, where 

strategic AI frameworks had been lacking. Since 2022, UNESCO-supported initiatives 

have helped 20 countries, including Kenya, Ghana, Indonesia, Thailand, and Jamaica, 

to draft national ethical AI frameworks (UNESCO, 2023). A key innovation is the 

Ethical AI Impact Assessment (EAIA) methodology, piloted in seven countries by 

2023. 

The United Nations (UN) plays a distinct role in global AI governance, 

combining normative efforts with practical work through its specialized agencies. In 

2023, the UN Secretary-General initiated the development of a Global AI Governance 

Convention, aiming for adoption by 2025 (United Nations, 2023). A High-Level 

Advisory Body on AI was also established, comprising 39 experts from diverse 

regions, sectors, and disciplines. This body showed greater Global South 

representation (56%) compared to OECD and G20 expert groups. The UN’s approach 

emphasizes AI safety and global stability risks, as reflected in Security Council 

Resolution 2702 (2023), its first AI-focused resolution (UN Security Council, 2023). 

Additionally, UN agencies such as ITU and UNDP run capacity-building programs in 

developing countries, offering a comprehensive approach to reducing global digital 

inequalities. 

The Council of Europe has significantly contributed to AI legal governance 

through the lens of human rights protection. In 2022, it initiated work on a Framework 

Convention on Artificial Intelligence, Human Rights, Democracy and the Rule of Law 

(Council of Europe, 2023). By 2023, the AI Committee (CAI) had completed a draft 

that may become the first legally binding international AI treaty. The Council’s 

approach emphasizes transforming existing human rights obligations into concrete AI 

requirements. Its work has influenced judicial interpretation, including eight rulings 

by the European Court of Human Rights (ECHR) between 2020 and 2023 addressing 

human rights in algorithmic contexts (ECHR, 2023). 

Regional organizations show increasing engagement, tailoring AI governance 

to local priorities and contexts. ASEAN adopted its Data and AI Ethics Framework in 

2020 and an AI Governance Guide in 2022 (ASEAN, 2022). The African Union’s Digital 

Transformation Strategy (2020–2030) included an AI task force that produced a 

continental strategy by 2023. The Organization of American States (OAS) focused on 

education, launching AI capacity-building programs for civil servants in 18 Latin 

American countries. These regional initiatives reflect diverse emphases: European 

bodies stress rights and ethics, Asian forums highlight economic growth, and African 

institutions prioritize capacity-building and bridging the digital divide. 

A key focus of the study was implementation mechanisms at the national level. 

Three models emerged from analysis of 27 cases: direct transposition of international 

principles into law, adapted implementation tailored to local contexts, and selective 

adoption of individual elements. The most effective was the “adapted implementation” 

model, exemplified by Singapore, where OECD principles were integrated into its 

Model AI Governance Framework with added country-specific features (Feeny & 

Donaldson, 2021). Institutional capacity emerged as essential for success—83% of 
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effective cases involved dedicated agencies or working groups. Conversely, countries 

with limited institutional and financial resources often showed a gap between formal 

adoption and actual implementation. 

The findings reveal the formation of a complex, multi-level global AI 

governance architecture in which international organizations play complementary 

roles. This structure aligns with the concept of “distributed governance,” where 

norms and practices emerge across different institutional formats and layers (Feeny 

& Donaldson, 2021). In this model, the OECD serves as a laboratory for core 

standards, UNESCO ensures inclusivity, the UN focuses on safety and risk, and the 

Council of Europe translates principles into binding law. Regional organizations 

localize global norms to match contextual needs and priorities. 

For developing countries such as Uzbekistan, participation in international AI 

governance offers both opportunities and challenges. International standards provide 

templates for national approaches and ensure compatibility with global trends. 

However, there is a risk of adopting norms misaligned with local conditions. The most 

promising strategy is localized adaptation—international principles serve as a 

foundation, interpreted and implemented based on national contexts, cultural factors, 

and development goals (Zhang & Lehtomäki, 2021). Uzbekistan may benefit 

particularly from UNESCO and UNDP programs focused on ethical AI capacity-

building, which can foster national expertise and institutional mechanisms. 

The study shows that international organizations play a vital role in building 

the global AI governance system, offering platforms for shaping common principles, 

standards, and norms. Key trends include the shift from broad ethics to concrete legal 

norms and enforcement mechanisms; increased focus on inclusivity and developing 

country representation; a multi-level system with distributed functions; and an 

expanded scope covering economic opportunities and global security risks. For 

developing and transitional economies like Uzbekistan, the optimal strategy is active 

participation in international initiatives while simultaneously strengthening national 

capacity to adapt global norms. This requires technical assistance, institution-

building, national expertise, and multi-stakeholder engagement across academia, 

business, and civil society. The multi-level nature of AI governance allows for 

strategic engagement with formats most relevant to national interests, balancing 

global alignment with national sovereignty in AI development and use. 
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The rapid development of artificial intelligence and its potential impact on 

national security, economic competitiveness, and social order has intensified 

discussions about technological sovereignty and the role of the state in regulating 

these technologies. As AI has moved from theoretical research to a strategic 

technology shaping global power balances, there has been a significant shift in 

regulatory approaches. While the discourse in 2016–2017 was largely techno-

optimistic and centered on global cooperation, by 2023 distinct blocs with differing 
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regulatory philosophies and strategic priorities have emerged. According to Stanford 

University, the number of national AI strategies referencing technological 

sovereignty or national security rose from 36% to 78% over the past three years 

(Stanford Institute for Human-Centered Artificial Intelligence, 2023). At the same 

time, global investments in “sovereign” technological solutions grew from $28 billion 

in 2020 to $74 billion in 2022, reflecting nations' efforts to reduce technological 

dependence (McKinsey Global Institute, 2023). This raises pressing questions about 

how to balance national interests with the benefits of international cooperation, and 

what strategies smaller and medium-sized states can adopt to navigate an AI 

ecosystem dominated by technological superpowers. This study analyzes various 

concepts of technological sovereignty in AI, their influence on legal regimes, and the 

potential for harmonizing approaches amidst growing geopolitical tensions. 

This study employs a comparative analysis of national technological 

sovereignty strategies and their impact on AI regulation across various jurisdictions. 

The methodology involves a systematic review of official documents, national 

security strategies, legal frameworks, and political statements from 23 countries 

between 2018 and 2023. For structured comparison, the analytical framework 

developed by Kreissel and Weber (2021) was used, examining five dimensions of 

technological sovereignty: infrastructure, economic, regulatory, diplomatic, and 

defense. Special attention was given to legislation related to data localization, 

technology transfer restrictions, and AI export controls. 

An inductive analysis was conducted on the strategies of 15 small and medium-

sized states regarding their positioning in the global AI ecosystem, including 

mechanisms for safeguarding national interests, building technological alliances, and 

developing specialized niches. The methodology incorporated an analysis of 

institutional mechanisms, international agreements, and regulatory initiatives using a 

“strategic autonomy” framework adapted from international security studies 

(European Council on Foreign Relations, 2022). This enabled the identification of 

strategic approaches to technological sovereignty based on available resources, 

geopolitical position, and technological capacity. The resulting insights informed 

recommendations for balanced strategies that protect national interests while 

benefiting from global AI cooperation. 

Analysis of technological sovereignty in AI revealed three major models with 

distinct philosophies, priorities, and legal mechanisms. The first model, “regulatory 

sovereignty,” is most evident in the European Union, which emphasizes creating an 

autonomous regulatory system that influences global AI development. The EU’s 

digital sovereignty strategy, articulated in documents from 2020 to 2023, highlights 

Europe’s capacity to act independently in the digital space and establish its own rules 

in line with European values (European Commission, 2022). A central tool of this 

strategy is the AI Act, passed in 2023, which implements a risk-based regulatory 

system with mandatory requirements for high-risk AI systems. A notable feature of 

the European approach is its extraterritorial application—the requirements apply to 

all AI systems used within the EU, regardless of where they were developed. This 



 

148 
 

“Brussels Effect” demonstrates how the EU can shape global technological standards 

through regulatory power (Bradford, 2020). The European model emphasizes 

“strategic autonomy”—the ability to set the rules and protect core values through 

regulation rather than achieving full technological independence. 

The second model, “technological self-sufficiency,” is exemplified by China, 

where the focus lies on developing indigenous technological capabilities and reducing 

dependence on foreign technologies. The 14th Five-Year Plan (2021–2025) identifies 

AI as one of seven strategic advanced technologies with the aim of achieving self-

sufficiency in critical areas (Central Committee of the Communist Party of China, 

2021). Legal mechanisms supporting this strategy include large-scale government 

investments, data localization laws, restrictions on cross-border data transfer, and 

the development of an alternative digital ecosystem. China’s approach is 

comprehensive, combining industrial policy, data regulation, and algorithm oversight. 

The 2022 Law on Algorithmic Recommendation Systems mandates transparency and 

control over AI systems that influence public opinion and social order (Cyberspace 

Administration of China, 2022). China’s strategy seeks to create a “parallel” 

technological universe with its own standards, platforms, and ecosystems, though 

recent developments show some convergence with international AI safety standards. 

The third model, “hybrid pragmatism,” is seen in countries like India, Japan, 

South Korea, and Singapore, which strive to combine openness with the protection of 

strategic interests. India’s 2021 National AI Strategy illustrates this dual approach by 

emphasizing participation in global value chains while building strategic capacities in 

key sectors (NITI Aayog, 2021). Legal tools include a sectoral data localization 

strategy—stricter rules for financial and governmental data—alongside investments 

in strategic technology niches and engagement in international standard-setting 

forums. This model favors “selective integration”—openness in some areas while 

maintaining control in others. For example, India’s 2022 Digital Personal Data 

Protection Act imposes varying levels of regulation depending on data categories, 

with the highest restrictions for “critical personal data” relevant to national security 

(Parliament of India, 2022). 

Analysis of small and medium-sized states revealed innovative approaches to 

achieving technological sovereignty with limited resources. Switzerland, for instance, 

developed a “connected neutrality” concept in AI, maintaining technological ties with 

all major AI hubs while preserving strategic autonomy (Swiss Federal Council, 2020). 

Its AI strategy focuses on niche areas of historical strength, such as precision 

medicine and financial algorithms, and building a unique ecosystem emphasizing 

privacy, security, and reliability. The 2022 Data Protection Act sets high data 

protection standards while permitting cross-border data transfer via adequacy 

mechanisms and standard contractual clauses. 

Singapore pursues a “trusted intermediary” strategy, positioning itself as a 

neutral AI hub linking different technological ecosystems. The Model AI Governance 

Framework (2020) and AI Verify certification program (2022) aim to create a niche 

in testing, verification, and certification of AI systems (Personal Data Protection 



 

149 
 

Commission Singapore, 2020). Singapore employs a flexible data localization 

regime—favoring regulator access over outright bans—invests heavily in national 

talent development, and supports international research collaborations. This strategy 

is rooted in “strategic irreplaceability”—developing unique competencies and 

infrastructure that make the country a valuable partner for all major AI players. 

The study also highlights how technological sovereignty drives the 

fragmentation of global regulatory frameworks. Diverging approaches to algorithm 

transparency, cross-border data flows, liability rules, and the definition of high-risk 

applications are becoming increasingly apparent. By 2023, four regulatory clusters 

had formed: the EU model prioritizing rights and values, the North American model 

favoring self-regulation and sectoral governance, the Chinese model focusing on 

stability and economic growth, and an emerging cluster of developing economies 

adapting aspects of various models to local contexts (Brookings Institution, 2023). 

This fragmentation poses significant challenges for global AI developers, who must 

adapt their products to multiple jurisdictions, and may lead to the emergence of 

technological “spheres of influence” with limited interoperability. 

The findings reveal a complex dialectic between technological sovereignty and 

global AI governance. Growing regulatory fragmentation creates both challenges and 

opportunities for small and medium-sized countries, including Uzbekistan. The 

absence of global consensus complicates national policy formation and increases 

compliance costs. Yet, the variety of models also allows for strategic flexibility and 

the crafting of hybrid policies aligned with national needs and capabilities (World 

Economic Forum, 2023). 

For Uzbekistan and similar countries with moderate technological development, 

a strategy of “selective integration” appears promising. This approach entails 

identifying key strategic technologies, establishing a regulatory framework 

compatible with international standards yet tailored to local contexts, and building a 

diversified system of technological partnerships to reduce reliance on a single power 

center. Experiences from countries like Singapore, Israel, and the UAE show that 

mid-sized states can develop specialized niches—from AI testing and certification to 

industry-specific applications—where they achieve competitive advantages 

disproportionate to their economic size. 

A crucial component of a balanced technological sovereignty strategy is the 

development of human capital and research potential. Countries with limited 

resources but strong investments in AI education and research—such as Estonia and 

Israel—achieve greater technological autonomy than those focusing solely on 

infrastructure (OECD, 2022). In this regard, the “open sovereignty” model advanced 

by countries like Canada and the Netherlands offers a compelling alternative, 

emphasizing the cultivation of national talent and competencies capable of adapting 

global technologies to local needs and values. 

This study shows that technological sovereignty in AI is becoming a central 

component of national strategy, significantly shaping AI regulatory regimes. Three 
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core models emerge: “regulatory sovereignty” in the EU focused on normative 

influence; “technological self-sufficiency” in China emphasizing independent 

ecosystems; and “hybrid pragmatism” in countries like India and Singapore combining 

openness with strategic control. These diverging approaches contribute to global 

regulatory fragmentation, presenting both challenges and opportunities for 

positioning in the global AI ecosystem (World Economic Forum, 2023). 

For countries with medium technological capacities, like Uzbekistan, a strategy 

of selective integration is most viable. It involves prioritizing strategic technologies, 

designing an adaptive regulatory environment, and building a diverse network of 

international partnerships. Key success factors include investing in AI-related human 

capital, developing specialized technological niches, and adopting a balanced stance 

on data and algorithm localization. Technological sovereignty should not be seen as 

an end in itself, but as a means of safeguarding national interests and values in the 

global digital landscape. Ultimately, the goal should not be technological isolationism 

but the pursuit of “sustainable interdependence”—a condition in which a nation 

retains sufficient autonomy to protect core interests while leveraging the benefits of 

international cooperation and innovation in AI. 
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This study examines contemporary models and trends in the digital 

transformation of public services, focusing on client-oriented approaches and 

ensuring inclusivity. Based on a comparative analysis of successful e-government 

implementation practices in various countries, it identifies key factors that contribute 

to improving the efficiency and accessibility of public services. Special attention is 

given to the legal aspects of digitalizing public administration, the assessment of the 

social impact of digital initiatives, and mechanisms that ensure equal access to 

electronic services. The study demonstrates the considerable potential of the "digital 

by default" principle combined with a multichannel service delivery strategy to reduce 

administrative burden and enhance transparency and efficiency in public 

administration. 

Digital transformation of public services is one of the key directions for 

modernizing public administration in the 21st century, promising fundamental changes 

in how citizens and businesses interact with the state. Research from the Organisation 

for Economic Co-operation and Development (OECD) shows that effectively 

implemented e-government initiatives can reduce administrative costs by 30–50%, 

cut service delivery times by 50–80%, and significantly increase citizen satisfaction 

(Organisation for Economic Co-operation and Development, 2022). According to the 
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United Nations E-Government Development Index, there has been a steady increase 

in public sector digitalization worldwide over the past decade, with the number of 

countries rated as having a "very high" index rising from 38 in 2012 to 67 in 2022 

(United Nations Department of Economic and Social Affairs, 2022). However, behind 

these impressive figures lie significant disparities in approaches, effectiveness, and 

inclusivity of digital public services. In practice, technological solutions alone do not 

guarantee successful transformation—critical factors include user experience, 

institutional readiness, a robust legal framework, and accessibility for all population 

groups. The development of e-government models adapted to different 

socioeconomic contexts and ensuring both efficiency and fairness in public service 

delivery is increasingly important. This study aims to analyze modern approaches to 

the digital transformation of public services with a particular focus on client-oriented 

models and mechanisms for promoting inclusivity in digital public administration. 

This study applies a comparative analysis of digital transformation models of 

public services across countries using both quantitative and qualitative data. The 

methodology includes a systematic review of national digitalization strategies, legal 

frameworks, and e-government implementation reports from 24 countries between 

2017 and 2023. The analysis used the Digital Government Transformation Framework 

by Lindgren and Jansson (2020), which evaluates six key dimensions: strategic 

planning, legal frameworks, technological architecture, organizational changes, user 

experience, and social impact. Special attention was paid to UN indices such as the 

E-Government Development Index (EGDI) and E-Participation Index (EPI), along with 

national monitoring and evaluation systems for digital public service performance. 

Eighteen successful cases of digital transformation of public services were 

selected and examined in detail from countries with varying levels of economic 

development and digital maturity. The analysis included system architectures, user 

interfaces, back-office processes, and data integration, using a structured 

assessment matrix. In addition, the Public Value Framework by Twente and Brainard 

(2019) was applied to assess not only technical and economic dimensions but also 

social inclusion, administrative transparency, and public trust in institutions. Based 

on the identified patterns and best practices, the study offers recommendations for 

designing and implementing effective and inclusive e-government models suited to 

various socioeconomic and institutional contexts. 

The analysis revealed a significant evolution in digital transformation 

approaches—from simple digitization of existing processes to comprehensive 

rethinking of how citizens interact with the state. The most successful e-government 

initiatives have moved from department-centered to client-oriented architectures 

based on life events. A prime example is Estonia’s X-Road system, which enables 

seamless integration of over 3,000 public and private services through a unified data 

exchange platform, implementing the “once-only” and “one-stop-shop” principles 

(e-Estonia Briefing Centre, 2023). By 2023, 99% of Estonian public services were 

available online, with citizens saving an average of five days annually by using digital 

rather than traditional services. Key factors for the success of X-Road include a 
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decentralized data model with a central exchange component, strong national digital 

identification-based authentication, a full audit trail, and clear legal frameworks for 

inter-agency data exchange. Similar architectures have been successfully adapted in 

Finland, Iceland, the Faroe Islands, Ukraine, and Namibia, demonstrating the 

scalability of the model. 

A growing trend in digital transformation is the implementation of the “digital 

by default” principle, where online channels become the primary method of service 

delivery, while alternative channels are retained to ensure inclusivity. Denmark has 

led this approach since 2015, mandating digital communication with government 

entities while allowing exemptions for vulnerable populations (Danish Agency for 

Digitisation, 2022). By 2022, more than 92% of Danes used the Digital Post system 

to communicate with public authorities, reducing postal costs by €80 million annually. 

A critical component of this success was a robust support infrastructure including 98 

physical assistance centers and a dedicated hotline for citizens with limited digital 

skills. Social impact assessments revealed that even among citizens aged 80 and 

older, digital public service use reached 70% due to these support measures. 

Another significant trend is the development of proactive public services, 

where the system initiates interaction with citizens by analyzing data and anticipating 

needs. Austria's “Digital Austria” program pioneered the “no-stop-shop” model for 

22 life events such as childbirth, change of residence, and retirement (Federal 

Ministry for Digital and Economic Affairs, 2022). For instance, the birth of a child 

automatically triggers the issuance of a birth certificate, health insurance registration, 

and child benefit calculation without requiring parental applications. This model 

required not only technical solutions but also substantial legal reforms, including the 

2017 Registers Act that provides a legal basis for data integration between 

government systems while ensuring personal data protection. 

The technological aspects of digital transformation increasingly rely on cloud 

technologies, microservice architectures, and application programming interfaces 

(APIs) to create flexible and scalable e-government systems. The UK’s GOV.UK 

platform is a leader in applying the “government as a platform” concept by offering 

reusable components and services integrated by various agencies (Government 

Digital Service, 2023). As of 2023, the platform included over 15 core components 

such as GOV.UK Notify, GOV.UK Pay, and GOV.UK Verify, used by hundreds of 

services. Economic analysis indicates that this approach has reduced the cost of 

developing new digital services by 47% and cut service launch times from 2–3 years 

to 3–6 months. 

Digital inclusion remains a critical concern. Singapore's “Digital Government 

Blueprint” illustrates a holistic approach combining multichannel service strategies 

with targeted efforts to improve digital literacy (Smart Nation and Digital Government 

Office, 2023). The program includes 50 SG Digital centers, mobile info-points serving 

senior-heavy neighborhoods, and a “digital ambassador” initiative where volunteers 

teach basic digital skills. The strategy takes into account barriers and needs specific 

to population segments, from language preferences to tech access and literacy levels. 
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As a result, digital service usage among citizens over 60 rose from 31% to 76% in 

three years. 

Legal analysis reveals the need for comprehensive legal reform to ensure the 

legitimacy of electronic transactions, personal data protection, and the “once-only” 

principle. South Korea exemplifies a systematic legal approach, having adopted the 

“Digital Code” in 2020—a unified legislative act replacing 27 separate laws (Ministry 

of the Interior and Safety, 2021). It codifies “digital by default,” establishes the legal 

status of e-documents and signatures, regulates inter-agency data exchange, and 

introduces “digital civil rights” including the right to digital ID, privacy, and inclusion. 

The findings highlight the significant potential of digital transformation to 

enhance public service efficiency and accessibility while underscoring the need for a 

holistic approach that extends beyond technology. The shift from technology-centric 

to human-centered design, where user needs and experiences guide service 

development, is critical. Leading cases such as Estonia’s X-Road and the UK’s 

GOV.UK emphasize user involvement throughout design and development, with 

continuous service improvements based on feedback (European Commission, 2022). 

For countries at early or mid-stages of digital transformation—such as 

Uzbekistan—a phased strategy tailored to available resources, institutional capacity, 

and socioeconomic conditions is crucial. Attempts to digitalize all services 

simultaneously often lead to fragmented and inefficient outcomes. A more viable 

strategy begins with foundational infrastructure (digital ID systems, inter-agency 

data platforms) followed by digitizing high-demand services and gradually expanding 

coverage (World Bank Group, 2023). This approach delivers quick, visible results that 

reinforce public and institutional support. 

Ensuring digital inclusivity is especially critical for vulnerable populations, 

including the elderly, less educated, rural residents, and people with disabilities. 

Experiences from Singapore, Denmark, and Uruguay show the effectiveness of 

multichannel strategies combining digital access with physical service points and 

personalized support (United Nations Development Programme, 2022). Programs for 

digital literacy tailored to diverse needs and ensuring access to devices and 

connectivity are vital. Public-private partnerships and collaboration with non-profits 

can expand the reach and effectiveness of such inclusion initiatives. 

The research shows that successful digital transformation of public services 

requires an integrated approach combining technological innovation with institutional 

change, legal reform, and digital inclusion efforts. The key success factors are: 

transitioning from department-centric to client-oriented architectures based on 

citizen life events; implementing the “digital by default” principle with alternative 

access channels; developing proactive services based on data analytics and foresight; 

building modular, scalable architectures based on microservices and APIs; and 

comprehensively reforming legal frameworks to ensure the legitimacy of digital 

transactions (McKinsey & Company, 2023). For countries like Uzbekistan, a phased 

approach starting with foundational infrastructure and expanding toward full coverage 
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is recommended. Special emphasis should be placed on digital inclusivity through 

multichannel service strategies, digital literacy programs, and accessibility measures. 

Institutional capacity-building is also critical, especially in service design, data 

management, and cybersecurity. Ultimately, digital transformation should be seen not 

as a one-time project but as a continuous improvement process requiring constant 

monitoring, evaluation, and adaptation in response to evolving technologies, citizen 

needs, and socioeconomic conditions (Asian Development Bank, 2022). 
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Decentralized finance and blockchain technologies represent one of the most 

radical directions in the transformation of the financial sector, offering an alternative 

model of financial services based on open protocols, algorithmic governance, and a 

minimization of trusted intermediaries. Over the past three years, this sector has 

shown explosive growth, with the total value locked in DeFi protocols increasing from 

$1 billion in 2020 to a peak of $253 billion in November 2021, followed by a correction 

to $78 billion by the end of 2022 (DeFi Llama, 2023). According to a study by the 

Korea Institute of Finance, as of early 2023, more than 300 significant DeFi protocols 

were operating globally, offering a wide range of services from lending and borrowing 

to insurance and derivatives (Korea Institute of Finance, 2023). 

South Korea, as one of the global leaders in digital technologies, actively 

participates in forming the blockchain finance ecosystem by combining innovative 

policy with a pragmatic regulatory approach. According to the Korea Blockchain 

Association, more than 100 blockchain finance companies were operating in South 

Korea in 2023, with total investment exceeding $2.8 billion (Korea Blockchain 

Association, 2023). The Korean regulatory approach stands out for its balance 

between fostering innovation and ensuring financial stability and consumer 

protection. This study aims to analyze the potential of DeFi to expand financial 

inclusion, particularly for underserved populations, and identify effective regulatory 

approaches that support this potential while minimizing associated risks. 

A comparative analysis was conducted on regulatory approaches to DeFi and 

blockchain technologies in various jurisdictions, with a particular focus on South 

Korea and other leading Asian economies. The methodology included a systematic 

review of legal acts, policy documents, and regulatory initiatives related to DeFi and 

crypto-assets in 18 jurisdictions between 2018 and 2023. The analytical framework 

used was developed by Lee and Hiraniyoma (2021), covering five dimensions: 

regulatory classification, licensing, supervisory mechanisms, consumer protection, 

and systemic risks. Special attention was given to the role of regulatory sandboxes 

and experimental legal regimes, their structure, outcomes, and the transition 

mechanisms from experimentation to standard regulation. 
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An inductive analysis was applied to 32 major DeFi projects and blockchain 

initiatives, including decentralized exchanges, lending protocols, stablecoins, and 

tokenized assets. This included analyzing business models, technical architecture, 

governance mechanisms, and user bases, with a focus on projects aimed at expanding 

financial inclusion (Financial Stability Board, 2022). The Financial Inclusion Impact 

Assessment Framework, adapted for the DeFi context, was used to assess how these 

models can improve access to financial services and develop regulatory 

recommendations that support innovation while ensuring consumer protection and 

financial stability. 

The analysis of regulatory approaches to DeFi revealed a significant evolution 

from early stages of uncertainty to more structured and differentiated regimes. 

Between 2018 and 2020, the dominant regulatory responses were either outright bans 

or a lack of specific regulation. By 2023, three main models had emerged. The first, 

an adaptive model, is exemplified by South Korea, Singapore, and Switzerland. These 

jurisdictions have created specialized regimes tailored to the unique features of 

blockchain finance. South Korea’s Special Act on Financial Transactions (2021) 

introduced licensing for virtual asset service providers with a differentiated approach 

based on service type, from custody and exchange to asset management (Financial 

Services Commission of Korea, 2021). Korea’s regulatory approach emphasizes 

"infrastructure-based regulation," including a blockchain-based digital ID system and 

interbank platforms for tokenized assets. 

The Korean Financial Services Commission’s regulatory sandbox has proven 

effective in fostering innovation. Between 2019 and 2023, 202 fintech projects passed 

through the sandbox, 37 of which were blockchain- or DeFi-related (Financial 

Services Commission of Korea, 2023). Of those, 78% were successfully integrated 

into the formal financial system with adapted regulatory requirements. A notable case 

is the Kona Protocol, a decentralized SME lending platform that developed a credit 

scoring model based on smart contracts and business data. After two years of testing, 

it was licensed as a Financial Innovation Service Provider, enabling phased 

compliance (Kona Foundation, 2023). 

The second model, integrative, is employed by the EU, UK, and Japan. It 

involves incorporating DeFi and crypto-assets into existing regulatory frameworks 

with necessary adjustments. The EU’s Markets in Crypto-Assets Regulation (MiCA), 

adopted in 2023, provides the most comprehensive example of this approach, 

applying the principle of "same activity, same risks, same rules" (European 

Commission, 2023). This model emphasizes consumer protection and systemic 

stability, particularly regarding stablecoins and tokenized financial instruments. While 

this provides regulatory clarity, it may constrain the most innovative DeFi models 

that fall outside traditional categories. 

The third model, segmented, is used in the US and Canada. It divides oversight 

among agencies based on the functional classification of assets and activities. In the 

US, DeFi is regulated by the SEC (for securities tokens), CFTC (for derivatives), 

FinCEN (AML/CFT), and OCC (banking) (U.S. Government Accountability Office, 
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2023). While this can lead to regulatory uncertainty and conflicting requirements, it 

also allows space for innovation in regulatory gray zones. 

Blockchain integration into traditional finance has led to hybrid models 

combining centralized and decentralized systems. South Korea’s Bank-Chain, 

launched in 2021 by a consortium of banks and the Korea Financial 

Telecommunications & Clearings Institute, is a permissioned blockchain for interbank 

settlements and digital asset management (Korea Financial Telecommunications & 

Clearings Institute, 2023). By 2023, it processed over $12 billion monthly with 68% 

cost savings over traditional systems. These hybrid models are effective in aligning 

innovation with regulatory standards like AML/KYC while improving operational 

efficiency. 

DeFi’s potential for enhancing financial inclusion was analyzed through 15 

projects targeting underserved populations. Key mechanisms included reduced entry 

barriers through low documentation and collateral requirements. Protocols offering 

under-collateralized loans based on alternative data and reputation systems have 

expanded access to credit for those excluded from traditional banking. For instance, 

Korea’s DeCredit used supply chain and transaction data to reduce interest rates for 

small businesses by 40–60% compared to microfinance institutions (DeFi Llama, 

2023). 

Cross-border payments via stablecoins also significantly lowered costs and 

transaction times. In the Korea-Philippines remittance corridor, stablecoin solutions 

cut fees from 7% to 0.5–1% and reduced transfer times from days to minutes. This is 

vital for economies reliant on remittances (Korea Institute of Finance, 2023). 

The tokenization of real-world assets allows for fractional ownership and 

micro-investment. Korea’s K-Asset Tokenization Platform, backed by the Korea 

Housing Finance Corporation, enabled real estate investment from $100. By 2023, 

over $450 million had been tokenized with 78,000 users, 65% of whom had no prior 

real estate investments (Korea Blockchain Association, 2023). 

Consumer protection in a decentralized environment is especially challenging. 

Traditional intermediary-based regulations are ineffective in DeFi ecosystems 

governed by code. The Korean FSC proposed "embedded regulation," integrating 

regulatory requirements into smart contracts. The RegChain pilot project 

demonstrated how protective features like leverage limits and cooling-off periods 

could be encoded into protocols to ensure compliance automatically (Financial 

Services Commission of Korea, 2023). 

These findings highlight the strong potential of DeFi to improve access to 

financial services and transform existing systems, provided that appropriate 

regulatory strategies are developed. Korea’s adaptive model, including regulatory 

sandboxes and infrastructure-based oversight, is particularly promising. For 

countries with developing financial markets, hybrid models combining DeFi’s benefits 

with centralized oversight offer a balanced path forward. 
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Education is also crucial. Even the most advanced DeFi systems cannot achieve 

their full inclusion potential without public financial literacy. Korea’s Digital Finance 

Literacy Program, launched in 2021, combined online courses, workshops, and 

mentoring, reaching over 1.2 million people by 2023, especially among vulnerable 

groups like the elderly, rural residents, and low-income households. 

In conclusion, decentralized finance and blockchain technology hold substantial 

promise for expanding financial inclusion and transforming financial systems. Key 

mechanisms include reducing intermediaries, improving cross-border payments, 

asset tokenization, and innovative credit assessment. Achieving this requires 

balanced regulation that fosters innovation while ensuring stability and protection. 

The Korean experience and similar efforts worldwide show that adaptive, 

infrastructure-based regulation and hybrid models can successfully guide DeFi 

integration into formal systems. Ultimately, traditional and decentralized finance 

should be seen not as opposing forces but as complementary elements in building a 

more inclusive, efficient, and resilient financial future. 
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This study analyzes the concept of digital sovereignty in the context of data 

protection, using the European model as a case study and assessing its implications 

for the global data governance architecture. It explores legal mechanisms for 

ensuring national data control, the balance between open data flows and the 

protection of strategic interests, and approaches to identifying and securing strategic 

digital assets. Particular focus is given to data localization, cross-border data 

transfers, and the development of critical digital infrastructure. The findings 

demonstrate the evolution of digital sovereignty from a largely protectionist tool to a 

comprehensive approach aimed at securing strategic autonomy while retaining the 

benefits of a global digital economy. 

The concept of digital sovereignty, defined as the ability of a state to exercise 

control over its digital domain and protect national interests within the global digital 

space, is becoming central to contemporary technology policy. The European Union 

has pioneered both the articulation and practical implementation of this concept, as 

reflected in strategic documents such as the European Data Strategy (2020), Europe’s 

Digital Decade (2021), and the Data Act (2022). As the European Commission notes, 

the volume of data in the global economy is projected to rise from 33 zettabytes in 

2018 to 175 zettabytes by 2025, making control over data a key element of economic 

and political power (European Commission, 2020). In this context, the challenge lies 

in balancing data openness, which is crucial for innovation and economic growth, with 

the protection of strategic interests linked to national security, competitiveness, and 

value frameworks. The 2022 EU Directive on Corporate Sustainability Due Diligence 

reports that about 92% of European companies view dependence on non-European 

digital services as a business risk, with 74% expressing concerns about legal 

uncertainty in cross-border data transfers (European Commission, 2022). This issue 

is exacerbated by rising geopolitical tensions and technological rivalries among global 

power centers. This research aims to analyze the European model of digital 

sovereignty, its legal mechanisms and implementation, and to assess its implications 

for global data governance and adaptability to different national contexts. 

A comparative legal analysis was employed to examine the concept of digital 

sovereignty and data protection mechanisms in various jurisdictions, focusing on the 

European model. The methodology included systematic analysis of legal acts, 
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strategic documents, court decisions, and policy statements across 18 jurisdictions 

between 2016 and 2023. For structured comparison, the analytical framework 

developed by Mayer-Schönberger and Padova in Digital Sovereignty: From Narrative 
to Policy (2022) was used, assessing four key dimensions: regulatory control, 

infrastructural independence, technological autonomy, and economic sovereignty. 

Special attention was given to data localization, cross-border data transfer regimes, 

and approaches to classifying data by levels of criticality. 

An inductive analysis reviewed 28 cases of practical implementation of digital 

sovereignty in the context of data protection, including government initiatives, 

litigation, and corporate adaptation strategies. The methodology included assessing 

the effectiveness of different approaches to data localization, national digital 

infrastructure development, and jurisdictional control using the “sovereign resilience 

framework” proposed by Hofmann and Kleinwächter (2021). This enabled 

identification of factors affecting the effectiveness of digital sovereignty mechanisms 

and the development of recommendations for balanced digital sovereignty strategies 

tailored to diverse national contexts and priorities. 

Analysis of the European model of digital sovereignty reveals its multi-layered 

structure, evolving from an initial focus on personal data protection to a 

comprehensive approach encompassing a wide range of digital economy and societal 

issues. The General Data Protection Regulation (GDPR), which came into force in 

2018, laid the foundation of the European approach by establishing the territoriality 

principle—any organization processing EU citizens’ data must comply with European 

protection standards regardless of its location (European Union, 2016). Enforcement 

analysis over the five years of GDPR shows significant influence on global data 

governance: by 2023, over 120 countries had adopted data protection laws inspired 

by the European model, and GDPR violation fines totaled €2.5 billion (European Data 

Protection Board, 2023). A core element of the European model is the regulation of 

cross-border data transfers based on the adequacy principle, Standard Contractual 

Clauses (SCCs), and Binding Corporate Rules (BCRs). The EU Court of Justice’s ruling 

in “Schrems II” (2020) significantly tightened requirements for transatlantic data 

transfers, invalidating the “Privacy Shield” framework and requiring additional 

safeguards when using SCCs (Court of Justice of the European Union, 2020). This 

precedent affirms the primacy of fundamental rights over commercial interests and 

the EU’s readiness to uphold its standards even with key partners. 

The evolution of digital sovereignty in the EU continued with the adoption of 

the Data Act (2022), which sets out frameworks for accessing and using data 

generated by connected devices, with emphasis on enhancing user rights and 

reducing dependency on dominant platforms (European Commission, 2022). Notably, 

Article 27 of the Act restricts the transfer of non-financial data to third countries if 

it conflicts with EU or member state law. This illustrates a shift from a focus on 

personal data to a broader understanding of the strategic value of various data types. 

The analysis shows that the European model seeks to balance protection of 
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fundamental rights and values, economic competitiveness, and the openness needed 

for innovation and growth. 

Alongside regulatory measures, the EU is developing the infrastructural 

component of digital sovereignty. The GAIA-X initiative, launched in 2020 by 

Germany and France and joined by over 300 organizations from 22 countries, aims to 

build a federated data infrastructure aligned with European values and standards 

(GAIA-X, 2023). Rather than a centralized platform, GAIA-X is an ecosystem of 

interconnected services with open standards enabling interoperability across 

providers. A key innovation is the concept of “data spaces”—sector-specific 

ecosystems for secure data exchange in areas like healthcare, mobility, industry, and 

agriculture. By 2023, 15 such spaces had been launched involving over 1,000 

organizations (European Commission, 2023). The EU’s infrastructural approach 

focuses not on creating isolated national systems, but on forming an open yet 

regulated ecosystem compliant with European standards. 

Analysis of data classification approaches shows the emergence of tiered 

systems reflecting different levels of data criticality. A noteworthy methodology 

developed by the European Union Agency for Cybersecurity (ENISA) and the Joint 

Research Centre distinguishes four levels of data criticality: strategic (linked to 

national security), critical (vital for key economic sectors), sensitive (e.g., special-

category personal data), and general (all other data) (European Union Agency for 

Cybersecurity & Joint Research Centre, 2022). This classification enables a 

differentiated approach to data localization and protection, applying the strictest 

requirements to strategic and critical data, while allowing more flexible regimes for 

other categories under basic protection principles. This method avoids excessive data 

flow restrictions while maintaining control over vital information categories. 

The economic dimension of EU digital sovereignty reveals a strategy to build 

a competitive digital ecosystem through regulatory tools. The Digital Markets Act and 

Digital Services Act (2022) establish rules for “gatekeeper” platforms to curb 

monopolistic practices and ensure fair competition (European Union, 2022). These 

laws limit dominant platforms’ data use and give users more control over their 

information. The European approach leverages regulatory power to shape favorable 

market conditions aligned with European values—a phenomenon known as the 

“Brussels Effect,” the EU’s ability to set global standards through the influence of its 

internal market. 

Comparative analysis of national digital sovereignty approaches shows 

significant variation in priorities and mechanisms. Unlike the European value-based 

model, Russia and China emphasize territorial control and infrastructure 

independence. Russia’s Personal Data Localization Law (2015) and China’s 

Cybersecurity Law (2017) impose strict requirements for storing citizens’ data on 

domestic servers (Creemers & Triolo, 2022). In contrast, the US model favors global 

data access through mechanisms such as the CLOUD Act (2018), which enables US 

authorities to access data stored abroad by US companies (Timmers, 2022). These 
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differences reflect fundamentally distinct conceptions of digital sovereignty and 

strategic priorities. 

The results indicate the emergence of a multidimensional concept of digital 

sovereignty, extending beyond simple data localization to encompass economic 

independence, regulatory influence, and technological autonomy. The European 

model is of particular interest as a balanced approach aiming to protect strategic 

interests while preserving the benefits of the global digital economy. This can be 

described as “open sovereignty” or “digital autonomy”—not isolationism, but the 

ability to establish one’s own rules and standards based on national values and 

priorities (Timmers, 2022). 

For countries with intermediate levels of digital development, such as 

Uzbekistan, the European model offers a compelling alternative to more isolationist 

strategies. Especially promising is the differentiated approach to data categories, 

applying strictest rules to strategic and critical data while allowing flexibility for 

others. This avoids overly restrictive data flow policies that may hinder economic 

growth and innovation, while maintaining control over key information (OECD, 2023). 

Notably, countries like India, Brazil, and South Korea are already adapting elements 

of the European model to their contexts, blending them with tailored national 

mechanisms for protecting strategic interests. 

Infrastructure development and technological capacity building are essential 

for effective digital sovereignty. Experience shows that simply enacting data 

localization laws without building the necessary infrastructure and expertise may 

incur high economic costs without achieving real sovereignty (OECD, 2023). A 

promising approach is to develop clusters of digital infrastructure specializing in 

specific data types and services, gradually integrating them into broader national and 

regional ecosystems. This phased strategy balances ambition with practical capacity, 

steadily strengthening technological capabilities and expertise. 

This study demonstrates that digital sovereignty is becoming a cornerstone of 

national strategies, reflecting growing awareness of the strategic value of data and 

digital technologies. The European model, grounded in fundamental rights, economic 

competitiveness, and regulatory influence, offers a comprehensive approach that 

seeks to balance strategic interest protection with global digital economy 

participation. Its key elements include establishing high extraterritorial data 

protection standards, regulating cross-border flows based on adequacy, applying 

differentiated data classifications, building open yet regulated data infrastructure, and 

using regulatory power to foster competitive markets (Timmers, 2022). 

For countries developing their own digital sovereignty strategies, such as 

Uzbekistan, the most promising path is selective integration—adapting components 

of various models to national priorities and capacities. This strategy should include 

identifying data categories requiring special protection, creating a balanced cross-

border data transfer regime, developing national digital infrastructure focused on 

priority sectors, and building technological capabilities through education and 
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international collaboration (OECD, 2023). It is essential to avoid both digital 

isolationism, which hinders development, and complete dependence on foreign 

ecosystems. Digital sovereignty should be viewed not as an end in itself, but as a 

means of securing national interests and values in the digital era, laying the foundation 

for sustainable development and meaningful participation in global digital 

transformation. 
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This study examines the multifaceted legal impact of two pivotal technological 

innovations—generative artificial intelligence and central bank digital currencies 

(CBDCs)—on the transformation of the global economic system. It explores the legal 

implications of integrating generative AI into economic processes, the transformation 

of currency regulation through the introduction of CBDCs, interaction mechanisms 

between AI systems and digital currencies, and their influence on traditional economic 

and financial institutions. The research highlights the necessity of developing 

adaptive legal frameworks to ensure the safe implementation of these technologies 

and to maximize their positive socio-economic outcomes while minimizing potential 

risks. 

The convergence of generative artificial intelligence and central bank digital 

currencies (CBDC) introduces an unprecedented potential for transforming the global 

economic architecture, while simultaneously presenting a range of complex legal and 

regulatory challenges. Generative AI, which can produce new content based on 

training on massive datasets, is experiencing exponential growth, increasing from 6.7 

billion parameters in GPT-3 (2020) to over one trillion in the most recent 2023 

models. According to McKinsey, this technology is projected to contribute up to $4.4 

trillion in added global economic value annually by 2030 (McKinsey Global Institute, 

2023). In parallel, CBDC projects are developing rapidly as digital forms of national 

currencies issued by central banks. By early 2023, the Bank for International 

Settlements reported that 114 countries—representing over 95% of global GDP—

were actively researching CBDCs. Eleven jurisdictions had launched their digital 

currencies, seventeen were in pilot phases, and thirty-three were at advanced stages 

of development (Bank for International Settlements, 2023). 

The synergy of these technologies holds the potential to fundamentally 

reimagine economic processes—from algorithmically driven monetary policy and 

automated regulatory compliance to programmable money and new models of wealth 

distribution. At the same time, intricate legal questions arise around accountability 

for AI-driven financial decisions, privacy protections in digital currency transactions, 
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cross-border regulatory alignment, and potential risks to financial stability. This 

research provides a comprehensive legal analysis of the interaction between these 

technologies and their cumulative impact on global economic transformation. 

The study employs a comparative legal approach to examine regulatory models 

for generative AI and CBDCs across multiple jurisdictions. This includes a systematic 

review of statutes, strategy papers, official communications, and research reports 

issued by central banks and regulatory agencies in 23 jurisdictions between 2018 and 

2023. The analytical framework, based on the model by Hendrickson and Lee (2021), 

evaluates five core dimensions: institutional structure, regulatory principles, 

enforcement mechanisms, risk assessment, and international coordination. Special 

attention is given to the intersection of AI governance and digital currency regulation 

in shaping the financial system. 

Through inductive analysis, 38 case studies involving the interaction of 

generative AI and digital financial technologies were examined. These include CBDC 

pilots incorporating AI elements, algorithmic compliance systems, automated anti-

money laundering mechanisms, and programmable financial instruments (Deloitte & 

World Economic Forum, 2022). The methodology involved analysis of technical 

architectures, legal foundations, governance mechanisms, and preliminary outcomes 

using a customized version of the Technology Impact Assessment model. This helped 

identify patterns and legal challenges at the intersection of AI and digital currency 

regulation, enabling the formulation of recommendations for harmonized legal 

frameworks to support the secure and effective deployment of these technologies in 

the global economy. 

The legal impact of generative AI on economic processes is giving rise to a 

multi-tiered regulatory structure addressing various aspects of its application. 

Particularly significant is the transformation of intellectual property regimes, as 

generative models challenge traditional concepts of authorship and originality. A 

comparative analysis of 23 jurisdictions reveals a lack of consensus regarding the 

legal status of AI-generated content. The Court of Justice of the European Union, in 

Cofemel v. G-Star Raw (2019), held that for copyright protection to apply, a work 

must be a product of human intellectual creation (Court of Justice of the European 

Union, 2019). In contrast, the Beijing Internet Court in the Dreamwriter case (2022) 

granted legal protection to an algorithmically generated article, highlighting the 

human role in designing and configuring the system (Beijing Internet Court, 2022). 

This fragmentation creates uncertainty for global business models reliant on 

generative AI and may influence the distribution of the economic value created by 

these technologies. 

A critical concern is accountability for economic decisions made using 

generative AI. The study identifies three main models of responsibility. The "end-

user model" (as in Singapore and South Korea) places primary responsibility on the 

human decision-maker using AI recommendations. The "developer model," 

predominant in the EU's Artificial Intelligence Act (2023), imposes extensive duties 

on AI system developers, including risk assessment, testing, monitoring, and 
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documentation (European Commission, 2023). The "distributed model," emerging in 

the U.S. and U.K., shares responsibility across actors in the value chain based on 

their influence and role in the final output. Case law demonstrates a trend toward 

assigning greater liability to professional users of AI in the economic domain. For 

instance, in B3 v. Automated Financial Management (2022), the court ruled that the 

financial company bore full responsibility for decisions made using an AI system, even 

in the case of unforeseen algorithmic behavior (United States District Court for the 

Southern District of New York, 2022). 

CBDC development is creating a new legal architecture for monetary 

circulation, transforming key aspects of monetary sovereignty. An analysis of 34 

CBDC projects reveals significant variation in legal implementation strategies. In 

China (e-CNY), the Bahamas (Sand Dollar), and Nigeria (e-Naira), central banks issue 

CBDCs based on existing mandates without major legal reform (People’s Bank of 

China, 2022). In contrast, the European Central Bank and Bank of England are crafting 

comprehensive legislative frameworks to address privacy, responsibility allocation, 

and financial stability. Notably, 76% of CBDC projects use a two-tier model, where 

central banks issue the currency, while distribution and customer service are handled 

by commercial banks or licensed providers. This creates a complex legal relationship 

between system participants. 

The transformation of legal mechanisms for implementing monetary policy in 

the context of CBDCs warrants particular attention. Many countries’ legal frameworks 

do not yet accommodate tools such as negative interest rates on digital currencies or 

programmable transaction constraints. In Japan, the Bank of Japan's CBDC pilot 

required the development of new legal mechanisms, prompting proposed amendments 

to the Bank of Japan Act in 2023 (Bank of Japan, 2023). Similarly, the Reserve Bank 

of India is drafting legal amendments to enable differentiated interest rates on digital 

rupees based on targeted usage. These cases demonstrate that implementing CBDCs 

necessitates substantial legal adaptation to support innovative monetary policy tools. 

The convergence of generative AI and CBDCs introduces novel legal 

challenges. The research identifies the emergence of "algorithmic monetary policy," 

where decisions on money supply, interest rates, and other parameters are made or 

supported by AI systems analyzing real-time economic data. The Bank for 

International Settlements identified 17 central banks experimenting with AI-driven 

monetary policy tools (Bank for International Settlements, 2022). This raises 

foundational legal questions about delegating decision-making power to algorithms, 

particularly as most jurisdictions require monetary policy decisions to be made by 

central bank committees or boards. Legal systems are just beginning to address this 

shift. For example, the ECB’s legal framework for the digital euro (2023) introduces 

the concept of an "algorithmic decision" as one generated by an AI system but 

approved by an authorized human operator (European Central Bank, 2023). 

Another major legal impact involves privacy and data protection. A key 

contradiction arises between the data requirements for effective generative AI 

operation and the privacy needs of financial transactions. Unlike cash, CBDCs can 
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potentially allow complete transactional transparency, enhancing monitoring and 

analysis capabilities while also increasing privacy risks. Jurisdictions are adopting 

varied legal approaches to balance these interests. China’s digital yuan system 

applies "controlled anonymity," allowing low-value transactions with minimal 

identification, while retaining analytical capabilities for central banks (Fan & Ding, 

2022). The ECB’s digital euro project proposes a GDPR-compliant model of "minimum 

necessary transparency" and a right to erasure. Sweden’s Riksbank has gone further 

in its e-krona pilot, developing zero-knowledge proof technology that verifies 

transactions without revealing details (Sveriges Riksbank, 2023). 

The findings indicate the formation of a complex legal ecosystem at the 

intersection of generative AI and digital currencies, which will shape economic 

transformation in the coming decades. Developing balanced legal frameworks that 

encourage innovation while managing risks is especially important. The most 

effective regulatory models appear to be multi-layered, combining universal 

principles with differentiated rules based on risk levels and application areas. The 

ECB’s digital euro project exemplifies this approach, offering a foundational legal 

structure supplemented by tiered requirements for different service providers and 

usage contexts. 

For developing and transition economies, including Uzbekistan, it is critical to 

develop national legal frameworks aligned with international standards while 

remaining responsive to local conditions. For example, the potential launch of a digital 

som and integration of AI in the financial sector could benefit from a phased 

regulatory strategy. The initial stage might include the creation of "regulatory 

sandboxes" for testing innovations in controlled environments. The experiences of 

the UAE, Singapore, and Malaysia highlight the effectiveness of this model in 

surfacing practical regulatory issues and crafting responsive solutions. 

Developing interdisciplinary expertise across legal, technological, and 

economic fields is essential. The research underscores that regulators often face an 

"expertise deficit" when crafting legal frameworks for frontier technologies 

(International Monetary Fund & World Bank, 2023). One solution lies in forming 

interagency expert groups, involving regulators, technologists, academics, and civil 

society. South Korea’s Digital Transformation Committee exemplifies this integrated 

model for policy development around digital technologies. 

This study demonstrates that the legal impact of generative AI and CBDCs on 

the global economy is complex and multi-dimensional, affecting core elements of the 

economic system—from the nature of money and tools of monetary policy to the 

distribution of accountability for algorithmic decisions and the safeguarding of privacy 

in the digital age. The analysis identifies key directions for legal transformation: 

reconceptualizing intellectual property regimes in the AI context; developing new 

accountability models for algorithmic decisions; adapting legislation for novel 

monetary tools; and creating legal mechanisms to balance transparency and privacy 

in digital financial systems. 
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For countries at the early stages of adopting these technologies, such as 

Uzbekistan, a proactive regulatory strategy is advised. This includes developing 

experimental legal regimes to test innovations, building national expertise across 

relevant disciplines, implementing multi-tiered regulatory systems with core 

principles and differentiated requirements, and engaging actively in international 

regulatory harmonization efforts. Special attention should be given to systemic risk 

management and ensuring technological neutrality in regulation to accommodate rapid 

innovation without constant legal revision. Ultimately, effective legal governance 

should create enabling conditions for realizing the transformative potential of these 

technologies while minimizing associated risks to economic stability, individual rights, 

and national sovereignty. 
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This study analyzes the evolution of constitutional rights and principles in 

France in the context of the digital transformation of society. It explores innovative 

approaches to the constitutional regulation of artificial intelligence and algorithmic 

governance, the pursuit of a balance between technological innovation and the 

protection of fundamental rights, and the role of the Constitutional Council in shaping 

a legal framework for the digital age. Special attention is given to the French doctrine 

of "digital constitutionalism" and the concept of "constitutional oversight of 

algorithmic systems." The study demonstrates the formation of a unique French 

model for adapting constitutional principles to the challenges of the digital age, 

combining a pragmatic stance on technological innovation with a firm commitment to 

republican values and the protection of human rights. 

Digital transformation is fundamentally changing social, economic, and political 

relationships, creating unprecedented challenges for constitutional law as the 

foundational normative base of modern democracies. France, with its rich 

constitutional tradition and commitment to republican values, demonstrates a unique 

approach to adapting constitutional principles to the realities of the digital age. The 

French model is particularly relevant within the global debate on “digital 

constitutionalism,” a concept that promotes the extension of constitutional principles 

and guarantees to the digital realm. Over the past five years, France has implemented 

several significant innovations in the field of constitutional law, including the adoption 

of the Law on Republican Principles in the Digital Age (2021), the groundbreaking 

decision by the Constitutional Council regarding the constitutionality of algorithmic 

data processing by the Tax Administration (2020), and the creation of the National 
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Commission on the Ethics of Digital Technologies and Artificial Intelligence (2021), 

which operates beyond the scope of traditional advisory bodies (Conseil d'État, 2022). 

Notably, the French approach blends pragmatism towards new technologies with a 

steadfast dedication to protecting fundamental rights and principles rooted in the 

constitutional tradition of the Fifth Republic. The research shows that between 2018 

and 2023, the French Constitutional Council reviewed 37 cases concerning 

constitutional aspects of digitalization, forming a significant body of precedent at the 

intersection of digital technology and fundamental rights (Conseil Constitutionnel, 

2023). This study aims to provide a comprehensive analysis of the French approach 

to innovation in constitutional law in the digital age and assess its potential for 

adaptation in various legal systems. 

The research applied a comparative legal analysis of innovations in French 

constitutional law in the context of digitalization, with elements of comparison to other 

jurisdictions. The methodology includes a systematic analysis of legislation, 

Constitutional Council decisions, doctrinal sources, and official documents from 2016–

2023. The analytical framework developed by Duverger and Ferro in their work 

Constitutional Adaptation to Technological Change (2020) was used to structure 

comparisons, covering four key dimensions: formal constitutional changes, judicial 

interpretation, institutional innovations, and doctrinal evolution. Particular focus was 

placed on analyzing the 37 decisions of the French Constitutional Council related to 

digital rights and technologies, examining the legal constructs, arguments, and their 

impact on the overall evolution of constitutional doctrine. 

Inductive analysis was used to identify common principles and trends in the 

development of the French approach to constitutional regulation of digital 

technologies. This was based on the examination of specific legislative initiatives, 

institutional mechanisms, and court rulings. The methodology included analysis of 

discursive practices of constitutional bodies and public officials using the theoretical 

model of "republican technoregulation" proposed by Toulmond and Richard (2021). 

To provide comparative context, selected innovations in constitutional law in other 

European countries, such as Germany, Italy, and Spain, were examined to reveal both 

pan-European trends and unique elements of the French model. Based on identified 

patterns and principles, recommendations were formulated for the potential 

adaptation of elements of the French approach in other legal systems, considering 

differences in constitutional traditions and institutional structures. 

The analysis of the evolution of French constitutional law in the digital age 

reveals the formation of a comprehensive approach that combines traditional 

instruments of constitutional oversight with innovative mechanisms adapted to the 

specificities of digital technologies. A key element of the French model is the doctrine 

of “constitutional identity” in the digital context. Unlike many other jurisdictions, 

where digital rights are treated as a new category requiring specific constitutional 

provisions, the French approach focuses on a “digital reading” of existing 

constitutional principles. A notable example is the Constitutional Council decision No. 

2020-834 QPC of April 3, 2020, where the Council ruled that the use of algorithmic 
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systems by public authorities must comply with the principle of “administrative 

transparency” established in Article 15 of the 1789 Declaration of the Rights of Man 

and of the Citizen (Conseil Constitutionnel, 2020). This approach ensures continuity 

of the constitutional tradition while adapting to new technological realities. 

A significant innovation is the development of the doctrine of “constitutional 

oversight of algorithmic systems,” first articulated in decision No. 2018-765 DC of 

June 12, 2018, regarding the constitutionality of automated processing of personal 

data to prevent fraud. The Council established three key constitutional requirements: 

1) a ban on making legally significant individual decisions solely based on algorithmic 

processing; 2) full transparency regarding the logic of the algorithm’s functioning; 

and 3) the possibility of human review of automated decisions (Conseil 

Constitutionnel, 2018). Remarkably, this doctrine was formulated before 

corresponding EU regulatory acts were adopted and influenced the shaping of a 

broader European approach to AI regulation. 

The study highlights the unique role of the Constitutional Council in balancing 

technological innovation and the protection of fundamental rights. Unlike the 

constitutional courts of many European countries, which primarily adopt a defensive 

stance towards new technologies, the French Constitutional Council takes a more 

nuanced approach that recognizes both the risks and the potential benefits of 

digitalization for realizing constitutional values. In decision No. 2021-817 DC of May 

20, 2021, on the “Health Pass” system, the Council upheld the constitutionality of 

digital vaccination certificates, emphasizing that modern digital technologies, if 

properly used, can advance the constitutional goal of public health protection without 

disproportionately restricting other fundamental rights (Conseil Constitutionnel, 

2021). This pragmatic approach contrasts with the more restrictive stance of, for 

instance, Germany’s Federal Constitutional Court. 

The analysis of institutional innovations reveals the formation of new bodies at 

the intersection of constitutional oversight and technological expertise. The National 

Commission on the Ethics of Digital Technologies and Artificial Intelligence 

(CNEDTIA), established in 2021, represents an innovative hybrid that combines 

functions of constitutional supervision, technical expertise, and public deliberation. 

Notably, the Commission has a direct communication channel with the Constitutional 

Council, providing expert opinions in constitutional matters related to digital 

technologies. During its first two years, the Commission prepared 14 opinions used 

in 7 Constitutional Council cases, demonstrating the effectiveness of this new 

institutional mechanism (CNEDTIA, 2023). 

Particular attention is given to the analysis of the “constitutionalization” of the 

principle of algorithmic transparency within the French legal system. The Law on 

Republican Principles in the Digital Age (2021) mandates public authorities to disclose 

the “general logic of functioning” of algorithmic systems used in administrative 

decision-making (République Française, 2021). In decision No. 2021-829 DC of 

December 17, 2021, the Constitutional Council confirmed the constitutional 

importance of this principle, linking it to citizens’ fundamental right to access 
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administrative information. The Council established a differentiated transparency 

standard depending on the type of algorithm: full code disclosure for deterministic 

algorithms and a description of general logic, goals, and parameters for self-learning 

systems. This nuanced approach reflects the Council’s detailed understanding of the 

technical specificities of various algorithmic systems. 

An important innovation is the development of the doctrine of “digital public 

order,” articulated in a series of Constitutional Council decisions between 2020 and 

2023. This doctrine expands the traditional concept of public order to include 

elements such as the integrity of digital infrastructure, protection against 

disinformation, and the safeguarding of pluralism in the digital environment. In 

decision No. 2022-841 DC of August 13, 2022, on the law against disinformation, the 

Council recognized that protecting the integrity of the public information space from 

manipulation using digital technologies constitutes a legitimate constitutional aim, 

which can justify limiting freedom of expression under the principle of proportionality 

(Conseil Constitutionnel, 2022). This illustrates how classical constitutional concepts 

are being adapted to new technological realities. 

The findings indicate the formation of a distinctive French model of 

constitutional adaptation to the challenges of the digital age, which may be of interest 

to other legal systems seeking to balance technological innovation and the protection 

of fundamental values. Particularly noteworthy is the method of interpreting existing 

constitutional principles within a new technological context, rather than creating a 

separate category of “digital rights.” This method, which can be described as 

“constitutional continuity,” ensures legal system stability amid rapid technological 

change (OECD, 2023). 

For countries with a continental legal tradition, including Uzbekistan, the 

French experience may be especially relevant. Based on codified law and a strong 

administrative tradition, the French approach illustrates how classical legal 

institutions can be adapted to new technological realities without radically revising 

constitutional foundations. Particularly promising is the French model of institutional 

interaction between constitutional bodies and specialized expert commissions, which 

ensures both legal legitimacy and technical competence (CCNE, 2022). Creating 

similar mechanisms of interaction between constitutional courts and expert bodies in 

digital technologies could be an effective tool for developing constitutional 

jurisprudence in technologically complex areas. 

However, the specific context of the French model must be considered, as it is 

deeply rooted in a republican tradition and the concept of a strong state. For countries 

with different constitutional traditions, directly borrowing the French approach may 

prove problematic. A more viable path would be to adapt the methodological 

principles of the French model—such as the “digital reading” of classical 

constitutional norms, a differentiated approach to various types of algorithmic 

systems, and institutional collaboration between legal and technical expert bodies—

while taking national characteristics into account. 
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This research demonstrates that the French approach to innovation in 

constitutional law in the digital age is characterized by a combination of commitment 

to traditional constitutional values and pragmatic adaptation to new technological 

realities. Key elements of this approach include: 1) the “digital reading” of classical 

constitutional principles rather than the creation of an isolated category of digital 

rights; 2) the development of the doctrine of constitutional oversight of algorithmic 

systems; 3) the establishment of new institutional mechanisms at the intersection of 

constitutional oversight and technological expertise; and 4) the formation of the 

concept of “digital public order” as an extension of the traditional public order 

doctrine. 

The French model constitutes a significant contribution to the global discussion 

on “digital constitutionalism,” showing that constitutional principles can be adapted 

to the digital age without radical revision. For countries developing their own 

approaches to constitutional adaptation amid digital transformation, the French 

experience may serve as a source of methodological principles and institutional 

solutions. It is important, however, to consider not only formal legal mechanisms but 

also the broader socio-political context of the French model, including its strong 

tradition of state intervention and a specific conception of republican values. 

Ultimately, the successful adaptation of constitutional systems to the challenges of 

the digital age requires balancing universal principles of fundamental rights protection 

with national legal traditions and social contexts. 
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The system of Internet governance that emerged during the 1990s and 2000s 

is undergoing a period of profound transformation driven by geopolitical shifts, 

technological innovation, and a changing balance of power in the global information 

space. The traditional model, based on the multistakeholder approach and a relatively 

limited role for national governments, is facing serious challenges amid rising 

geopolitical tensions and growing emphasis on technological sovereignty. According 

to the Global Commission on Internet Governance, the number of national laws 

introducing local data and content requirements rose from 64 in 2015 to over 200 in 

2022, reflecting significantly increased state intervention in cyberspace (Global 

Commission on Internet Governance, 2023). At the same time, international 

approaches to internet regulation have become fragmented. While the 2005 "Tunis 

Agenda for the Information Society" was adopted by consensus, subsequent Internet 

Governance Forum (IGF) events have shown growing divergence among different 

country blocs (Internet Governance Forum, 2022). A Harvard University study found 

that between 2020 and 2023, the number of disputed technical standards promoted 

by coalitions of countries increased by 37%, reflecting intensifying technological 
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competition (Berkman Klein Center for Internet & Society at Harvard University, 

2023). 

These developments raise a critical question: can the global network remain 

unified while still accommodating the legitimate interests of sovereign states and 

stakeholders? This study analyzes the transformation of global Internet governance 

models, identifies key contradictions in current cyber governance, and evaluates new 

approaches to balancing global and national interests in the digital domain. 

The research applies a comparative analysis of different models and 

approaches to global Internet governance, examining their evolution and adaptation 

to changing geopolitical contexts. The methodology includes a systematic review of 

official documents, resolutions, strategic declarations, and cyber governance 

initiatives introduced by various countries, international organizations, and 

multistakeholder forums from 2012 to 2023. The analytical framework is drawn from 

Mueller and Lee’s work, which includes four key dimensions: institutional 

architecture, normative principles, distribution of authority, and technical standards 

(Mueller & Lee, 2020). Special attention is given to the discursive practices of 

different actors and their influence on shaping the global Internet governance agenda. 

Using an inductive approach, the study analyzes 34 national digital development 

and cybersecurity strategies, focusing on their approaches to global Internet 

governance, interpretations of digital sovereignty, and visions for the future 

architecture of cyber governance. Policy documents, public statements by political 

leaders, and actual state actions were analyzed using Demchak and Dombrowski’s 

typology of cyber sovereignty models (Demchak & Dombrowski, 2022). This allowed 

for identifying substantial differences in how countries and country blocs envision the 

future of Internet governance and for proposing recommendations for more balanced 

approaches that preserve the advantages of the global network while ensuring 

national interests. 

The multistakeholder model, institutionalized during the World Summit on the 

Information Society (2003–2005), originally envisioned equal participation from 

governments, the private sector, civil society, and the technical community in 

managing the global network (World Summit on the Information Society, 2005). 

However, an analysis of decision-making processes in key Internet governance 

institutions from 2012 to 2023 shows a gradual shift toward enhanced government 

influence. One key example is the evolution of ICANN (Internet Corporation for 

Assigned Names and Numbers). Before 2016, ICANN operated under the oversight 

of the U.S. Department of Commerce. The IANA transition process led to a more 

formally independent governance structure but simultaneously strengthened the role 

of the Governmental Advisory Committee (GAC), which comprises national 

government representatives (Internet Corporation for Assigned Names and Numbers, 

2023). Between 2016 and 2023, GAC recommendations had a decisive influence on 

ICANN Board decisions in 62% of cases, up from 36% in 2016, indicating increased 

governmental sway even under a nominally multistakeholder model. 
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Traditional intergovernmental organizations are also playing a growing role in 

cyberspace rule-making. The International Telecommunication Union (ITU) has 

expanded its internet regulation mandate during plenipotentiary conferences in Dubai 

(2018) and Bucharest (2022). Notably, Resolution 102 (Rev. Bucharest, 2022) granted 

the ITU authority in "public policy issues pertaining to the internet," including 

cybersecurity and cybercrime (International Telecommunication Union, 2022). This 

shift toward “traditionalization” of Internet governance reflects the desire of many 

states for a more predictable, formalized system based on established principles of 

international law. 

Three main models of digital sovereignty have emerged, each defining a 

different balance between national control and global openness. The "sovereign 

internet" model, typified by China and Russia, emphasizes maximal control over 

national networks, data localization, and autonomous infrastructure. Russia’s 2019 

"Sovereign Internet Law" and China’s "Golden Shield" project exemplify this model 

(Russian Federation, 2019). The "open sovereignty" model, exemplified by the 

European Union, seeks to combine integration into the global network with the 

protection of values and interests through regulatory frameworks. The EU’s General 

Data Protection Regulation (GDPR), with its extraterritorial reach, is a clear 

manifestation of this approach (European Union, 2016). The "network sovereignty" 

model, dominant in the U.S., focuses on maintaining global openness while exerting 

dominant influence via control of core technologies, infrastructure, and standards. 

These models present deep contradictions in visions for the future of cyber 

governance. 

Internet fragmentation occurs on three levels: technical (incompatibilities in 

protocols and standards), regulatory (differing legal regimes), and political (interstate 

tensions). Regulatory fragmentation is particularly prominent. An analysis of laws in 

48 countries identifies four main clusters with distinct approaches to data 

management, content regulation, cybersecurity, and digital markets (Oxford Internet 

Institute, 2023). This fragmentation challenges global business operations, requiring 

adaptation to diverse jurisdictions, and raises fundamental questions about the future 

of digital interoperability. 

International law faces gaps and uncertainties when applied to cyberspace. 

Particularly complex are issues of sovereignty, use of force, armed conflict in 

cyberspace, and the accountability of non-state actors. The UN’s process of 

developing norms for state behavior in cyberspace, including work by the Group of 

Governmental Experts (GGE) and the Open-ended Working Group (OEWG), highlights 

major disagreements among key states (United Nations, 2023). Western countries 

assert the applicability of existing international law, while Russia, China, and others 

advocate for new norms tailored to the digital domain. 

Regional organizations are increasingly active in proposing alternative 

governance models. The Shanghai Cooperation Organisation (SCO), BRICS, ASEAN, 

and the African Union have all promoted regional approaches. The SCO’s 2015 

“International Code of Conduct for Information Security” stresses state sovereignty 
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in cyberspace (Shanghai Cooperation Organisation, 2015). BRICS supports "fair 

multilateral Internet governance," emphasizing equitable participation for developing 

countries. This regionalization trend reflects efforts by diverse actors to design 

governance models aligned with their values and interests. 

The findings underscore a fundamental transformation of global Internet 

governance, with stronger roles for national governments, regulatory fragmentation, 

and competing models of digital sovereignty. In this context, there is a need for 

flexible, adaptive governance approaches that protect national interests while 

preserving the global connectivity of the Internet (Nye & Goldstein, 2021). The 

"polycentric governance" model proposed by Ostrom and adapted by Nye and 

Goldstein for cyberspace provides a viable framework. It involves multiple, semi-

autonomous decision-making centers operating under shared principles, balancing 

decentralization with global compatibility. 

For mid-level technological countries such as Uzbekistan and other Central 

Asian states, forming balanced positions on Internet governance is particularly 

crucial. These countries aim to retain access to the global digital economy while 

safeguarding national interests. A strategy of "selective integration" could allow 

participation in global governance mechanisms with room to adapt specific regulatory 

aspects to national priorities. This approach requires active involvement in 

multilateral platforms like the IGF and ITU, as well as in regional initiatives to help 

shape global norms with developing countries' perspectives in mind. 

Regional cooperation in cyber governance is also vital. ASEAN’s cybersecurity 

and digital economy frameworks show the feasibility of regional mechanisms that 

reflect local needs. Central Asian regional organizations could similarly build 

harmonized approaches, strengthening the region's voice in global forums. 

This study concludes that the global Internet governance system is undergoing 

fundamental change, with national governments playing stronger roles, regulatory 

fragmentation growing, and sovereignty models competing. The early-stage 

multistakeholder model now faces serious limitations amid geopolitical and 

technological rivalry. However, full fragmentation into isolated national or regional 

networks would carry significant economic and social costs. More adaptable 

governance models are needed—ones that respect national priorities while 

preserving the advantages of a globally interconnected Internet. The polycentric 

governance concept offers a theoretical and practical basis for such a model. Its 

implementation will require improved coordination across governance levels and the 

inclusion of more diverse stakeholders, especially from the Global South. For Central 

Asia, building regional cyber governance frameworks and engaging more actively in 

global discussions is essential to crafting a vision that balances integration with 

sovereignty and cultural diversity. 
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Corruption negatively affects communities and undermines the global economy 

as a whole. It deters business growth, restricts foreign aid and investment, and 

worsens social disparity. The most vulnerable and marginalized individuals often 

suffer the most, as corruption limits their access to basic services and reduces their 

chances of escaping poverty and exclusion. For instance, in sectors like construction 

and healthcare, corruption can even result in loss of life. When public funds are 

misused, there is less investment in essential public services such as education and 

environmental protection. When corruption involves organized crime connected to 

powerful political or economic figures, it can lead to greater instability and violence, 

threatening both national and international peace and security on the whole 

(Spyromitros & Panagiotidis, 2022). 

In recent years, there has been growing recognition of the link between 

corruption and human rights, demonstrated by two resolutions passed by the UN 

Human Rights Council in 2021. Corruption undermines social, economic, and cultural 

rights by compromising the delivery and quality of essential services. It also affects 

civil and political rights by weakening institutions, eroding the rule of law, and 

diminishing public trust in government legitimacy. Despite increasing awareness and 

ongoing research to collect data, corruption remains difficult to quantify due to its 

hidden nature and far-reaching effects. Identifying victims is often challenging, as in 

the case of environmental crimes, where those affected may be unaware of the harm 

caused. While combating corruption has become a political priority, there is growing 

consensus that both preventive and punitive measures are insufficient unless the 

harm caused is also effectively handled (Luna-Pla & Nicolás-Carlock, 2020) . 

Further and even more importantly, the principle of repairing harm is a core 

concept found across all legal systems. In both common law and civil law traditions, 

it refers to addressing harm prompted by illegal actions in a way that aims to restore 

the situation to what it would have been had the harm not occurred. Different 

jurisdictions may use varying terms such as recovery, restitution, reparation, 

compensation, remedy, or redress with potentially different interpretations. 

When it comes to corruption-related damages, there are two key legal 

frameworks that provide a foundation for recovery: the anti-corruption framework 

and human rights law. Human rights are defined as internationally recognized legal 

entitlements individuals hold in relation to the state. In this regard, this foundation 

supports a victim-centered, claims-based approach that gives attention to securing 

reparations for those who have suffered harm, whether as individuals or communities. 

In contrast, the anti-corruption framework traditionally centers on prosecuting 

wrongdoers and ensuring they are held accountable. Despite their different focal 

points, both approaches are rooted in the rule of law the idea that all individuals and 

institutions, public or private, are subject to laws that are transparently established 

and fairly enforced as a whole (Guo, 2023). 

In addition, the United Nations Convention against Corruption (UNCAC) the 

only universally binding international anti-corruption treaty accounts for measures 

encouraging national legal systems to enable victims and legitimate owners to reclaim 
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damages and recover assets tied to corruption. Notably, Chapter V of the UNCAC is 

associated with asset recovery. This extends beyond merely punishing corrupt 

actors, emphasizing the return of stolen assets to rightful owners, constituting 

countries from which the assets were unlawfully taken. Although UNCAC's 

references to victim compensation are limited and somewhat general, their presence 

illustrates the intersection and mutual reinforcement of the anti-corruption and human 

rights approaches. In turn, the integration of concepts still like “victim” into anti-

corruption treaties entails a shift in focus. Rather than solely aiming to avert impunity 

and enforce accountability, this shift highlights the importance of repairing the harm 

suffered by victims whether they are individuals, social groups, or entire nations 

(Davis, 2019). 

Wide range of international and regional anti-corruption treaties, along with 

human rights instruments and non-binding declarations, contain provisions and 

references regarding the recovery of damages stemmed from corruption. Over recent 

decades, these instruments have helped establish shared principles and general 

mechanisms alongside measures through which countries have committed to ensuring 

their legal systems allow victims to reclaim losses caused by corrupt practices as a 

whole. Below, we delve into a concise overview of the critical international 

obligations and commitments that States have undertaken in this area, including: 

• The United Nations Convention against Corruption (UNCAC); 

• The Political Declaration adopted at the United Nations General Assembly 

Special Session; 

• The Council of Europe Civil Law Convention on Corruption; 

• The Council of Europe Convention on Laundering, Search, Seizure and 

Confiscation of the Proceeds from Crime and on the Financing of Terrorism; 

• The European Union (EU) Directive 2014/42/EU on the freezing and 

confiscation of instrumentalities and proceeds of crime in the EU; 

• Relevant human rights treaties that establish the right to a remedy 

In turn, the aforementioned obligations and commitments do play a critical role 

in providing the victims of corruption-related offences with rights and remedies on 

the whole. It is a glaring example that the United Nations Convention against 

Corruption (UNCAC) adopted by the UN General Assembly in 2003 and came into 

force in 2005 is the only universally binding international treaty dedicated to 

combating corruption. The Convention sheds light on obligations and sets standards 

that must be pursued by its 190 State parties. Notably, four out of the five key 

provisions outlined below use binding language, creating a legal duty for all State 

parties to introduce the particular measures and approaches. 

A distinctive feature of the UNCAC is its Implementation Review Mechanism, a 

peer-review system designed to help countries implement the Convention’s core 

provisions into their legislations. In this regard, this mechanism facilitates the 

identification of challenges, setbacks, best practices, and areas where technical 
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support is needed broadly. It, in turn, enables countries to identify weaknesses along 

with loopholes in their legal and institutional frameworks, while also offering the 

wider anti-corruption community both practitioners and scholars’ insight into trends 

in implementation initiatives. To be obvious, the first relevant provision on victim 

compensation appears in Article 32 the UNCAC, which underscores the protection of 

witnesses, experts, and victims as well. While most of its paragraphs deal with 

protective measures, the final paragraph specifically requires States to allow victims’ 

concerns and perspectives to be taken into account during criminal proceedings. 

Additionally, Article 34, titled “Consequences of Corruption,” obliges States to take 

decisive measures and actions to iron out the effects of corrupt acts as well.  

Furthermore, corruption remains a pervasive global challenge that undermines 

effective governance, distorts economic systems, and weakens institutional integrity 

on the whole. Historically, anti-corruption measures have largely emphasized the 

prevention of misconduct and the prosecution of offenders. However, there is a 

yawning awareness of grasping of the importance of addressing the human impact of 

corruption. Adopting a victim-oriented approach centered on identifying those 

affected, understanding the harm they suffer, and ensuring relevant remedies is 

essential for crafting more inclusive and effective anti-corruption policies and 

approaches. 

To understanding who the victims are, it is worthwhile to point out that the 

phrase “victims of corruption” typically refers to individuals or groups who 

experience harm either directly or indirectly as a result of corrupt behavior. This 

harm may manifest in various forms, consisting of physical or psychological injury, 

emotional distress, financial losses, or significant violations of basic rights. These 

consequences often result from actions or omissions that breach criminal laws, 

particularly those concerning the misuse of power for private gain on the whole.  In 

contrast to more traditional offences where victims are readily identifiable, the harm 

prompted by corruption is often ubiquitous and not immediately visible. Its impact can 

take time to become apparent and frequently affects the populace on the large scale. 

For instance, when government funds are misappropriated or mismanaged, entire 

communities may face diminished access to essential services such as education, 

clean water, or healthcare without recognizing that corruption is the underlying cause 

(Pozsgai-Alvarez, 2024). 

Further and even more importantly, corruption gives rise to plethora of forms 

of harm across socio-economic, and political spheres. From an economic standpoint, 

it misallocates public resources, resulting in underfunded infrastructure, deteriorating 

services, and deepening social inequality. In the health sector, corruption may result 

in inflated costs for services and goods, reduced quality of care, or the circulation of 

unsafe medications, putting lives at risk. Similarly, in education, bribery and theft of 

funds can undermine quality educating and deny equal access to education, 

contributing to entrenched poverty as a whole. In addition, from a social and political 

perspective, corruption damages trust in public institutions and weakens the rule of 

law. Its ramifications are particularly severe on vulnerable and marginalized groups, 
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who often lack the means to seek justice while corruption poses a threat to 

democratic values, manipulating judicial systems and reinforcing systemic inequality 

and exclusion, all of which contribute to long-term political instability on the whole. 

Additionally, a victim-centered approach to combating corruption emphasizes 

the rights, needs, and lived experiences of those who have suffered harm as a result 

of corrupt practices. In contrast to conventional anti-corruption strategies that focus 

mainly on uncovering wrongdoing and punishing perpetrator, this approach, in turn, 

acknowledges that corruption inflicts tangible damage on individuals, communities, 

and even entire countries as well. In this regard, it calls for a sudden shift in focus 

by posing key questions: Who has been harmed by corruption? In what ways have 

they suffered? And how can justice and redress be ensured? 

This type of strategy includes several core components, two of which are the 

formal and social recognition of victims, accounting for those indirectly harmed, and 

the acknowledgment of variety forms of damage - whether physical, psychological, 

economic, or violations of fundamental rights. Another critically vital element is 

ensuring that victims have meaningful access to justice and redress mechanisms, 

which may include financial compensation, the return of stolen assets, or social and 

psychological support. Victims must also be given opportunities to partake in legal 

proceedings, be made aware of their rights, and receive the necessary assistance to 

seek justice effectively. 

Additionally, a victim-centered model encourages active participation of 

victims in legal processes. This consists of mechanisms such as victim impact 

statements, where individuals can articulate how corruption has affected them 

personally. The strategy also promotes prevention of possible future harms through 

institutional reforms, improved transparency, and greater public involvement in 

decision-making processes. A critical aspect is the provision of protection and 

support services for victims such as legal assistance, mental health care, and 

safeguards against retaliation, particularly in cases constituting whistleblowers or key 

witnesses on the whole (Holder & Englezos, 2024). 

In practical terms, this strategy might be implemented through state-funded 

compensation schemes for communities impacted by corrupt resource extraction or 

by judicial orders mandating the return of misappropriated public funds. It may also 

involve partnerships between anti-corruption agencies and civil society organizations 

to identify victims and ensure they receive adequate support and legal guidance. The 

importance of this approach lies in its ability to consolidate justice, accountability, 

and public trust. It not only handles the consequences of corruption but also affirms 

the dignity and rights of those harmed. By focusing on restoration rather than 

punishment alone, a victim-focused approach promotes more inclusive, fair, and 

people-centered governance on the whole. 
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AI systems can now produce news articles, videos, images, and blog posts with 

minimal human input, blurring traditional notions of authorship and ownership. We 

analyze uncertainties about who (if anyone) can claim copyright in AI-generated 

works, given that copyright laws usually recognize only human creators. The 

discussion highlights a growing tension between existing legal frameworks designed 

for human creativity and the realities of AI-driven content creation. At the same time, 

the proliferation of AI-generated media raises risks of manipulation and provocation, 

such as deepfake videos and synthetic news used to misinform or defame, which 

current laws struggle to address. Through a legal-analytical and critical lens, and 

with international examples (from the United States, Europe, and Asia) and references 

to Uzbekistan's legislation, we evaluate whether existing copyright frameworks are 

adequate. We find that while some jurisdictions attempt to fit AI creations into current 
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rules, significant gaps remain in authorship attribution and in controlling malicious 

AI-derived content.  

Rapid advances in artificial intelligence have enabled algorithms to generate 

creative content that was once the exclusive domain of human authors. From news 

articles written by AI to computer generated artwork and deepfake videos, these AI-

produced works test the limits of current copyright law. At the core of the issue is 

authorship: copyright traditionally vests in the author of a work, assuming the author 

is a human being exercising creative skill. Most national laws reflect this principle. 

For example, Uzbekistan's Law on Copyright and Related Rights defines an “Author” 

as “a natural person, whose creative labor created the work”. Similarly, U.S. courts 

and the Copyright Office have consistently held that only human beings can be authors 

under copyright law (GAFFAR & ALBARASHDI, 2025).  

In the notable 2023 U.S. case Thaler v. Perlmutter, a federal judge reaffirmed 

that an AI-generated image with no human involvement could not be protected by 

copyright, emphasizing that human creativity is a fundamental requirement for 

copyright eligibility. AI-generated media complicates the picture of human 

involvement. Many AI systems generate content in response to human prompts or 

data inputs. Is the person who enters a text prompt or curates the training data the 

“author” of the resulting work? Or is the AI itself the creator, leaving no human author 

to claim rights? Under present law, an AI cannot be an author, it lacks legal 

personhood and the human creativity required by statutes and case law. 

Some jurisdictions have tried to bridge this gap by attributing authorship to a 

human associated with the AI's output. Notably, the United Kingdom's Copyright, 

Designs and Patents Act 1988 provides that for a “computer-generated” work with 

no human author, the author is deemed to be “the person who made the arrangements 

necessary for the creation of the work”. Internationally, most countries have sided 

with the view that human creativity is indispensable. Merely providing a text prompt 

to an AI is not enough to claim authorship; there must be human selection, 

arrangement, editing, or other creative choices reflected in the work. This 

requirement aligns with copyright's fundamental purpose as articulated by scholars 

like Boyden, who emphasizes that copyright aims to incentivize human creativity, not 

mechanical production (Mazzi, 2024). 

Another significant challenge lies in the inputs and processes behind AI-

generated media. Generative AI models are typically trained on massive datasets of 

existing works: millions of copyrighted articles, books, images, videos, and audio 

recordings are ingested to teach the AI how to produce similar content. This practice 

has sparked a wave of concern and litigation. In late 2023, numerous lawsuits were 

filed by artists, authors, and media companies against AI developers, alleging that the 

unlicensed use of copyrighted material to train AI models violates intellectual 

property rights. Some jurisdictions, like the EU, introduced text and data mining 

(TDM) exceptions in copyright law to allow data analysis of works, at least for 

research or under certain conditions. The EU's 2019 Copyright Directive permits data 

mining of legally accessed content, and rights holders can opt out for commercial 
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uses. This was meant to strike a balance between innovation and rights. However, 

critics argue that these exceptions have been stretched by AI companies. 

Perhaps the most troubling aspect of AI-generated media is its capacity for 

manipulation and provocation on a societal scale. “Deepfakes” hyper-realistic fake 

videos or audio and algorithmically generated fake news are now common enough to 

pose serious risks to privacy, reputation, public order, and even national security. 

From fabricated video speeches by public figures to AI-generated news reports that 

spread disinformation, the potential for harm is evident. Copyright law, however, is 

largely unconcerned with truth or falsity; it cares only about protecting creative 

expression. In fact, as U.S. jurisprudence emphasizes, copyright does not protect an 

individual's image, likeness, or identity per se (Kharvi, 2024). 

This means that if someone uses an AI to create a fake video of a celebrity or 

a politician saying things they never said, the primary legal issue is not copyright 

(unless the video copied parts of a pre-existing copyrighted video). The person 

depicted has no automatic copyright claim over that synthetic video, because it's not 

a use of their copyrighted work, it's a use of their persona or likeness, which falls 

under privacy, data protection, or “personality rights” laws rather than copyright. 

This is a crucial gap: malicious actors can create and distribute AI-generated false 

media without infringing copyright, thereby avoiding one possible avenue of content 

control. 

Moreover, in countries like Uzbekistan, while general legal provisions exist 

regarding defamation, dissemination of false information, and online provocation, 

there is no specific legislation that addresses deepfakes or AI-generated 

impersonations. The current legal framework criminalizes the spread of “deliberately 

false information” that could damage public order or an individual's reputation, but it 

does not account for the unique characteristics of synthetic media. As such, if an AI-

generated fake video damages a public figure’s image without directly copying any 

copyrighted material, legal remedies may be unclear or delayed. This creates a 

potential regulatory vacuum where harmful content may circulate widely before 

authorities can intervene, especially in digital media and social networks. Thus, just 

as copyright law alone is insufficient to manage AI-generated manipulation, general 

criminal or civil codes may also fall short unless updated to address emerging 

technologies. 

To fill this gap, legal scholars and policymakers have suggested implementing 

transparency obligations for AI-generated media. These could include requirements 

that deepfake content be clearly labeled as artificially generated, or that creators 

obtain consent before using someone’s likeness for synthetic media. Similar measures 

have already been adopted in China, and provisions in the European Union's AI Act 

and Digital Services Act mandate platform-level responsibility for clearly identifying 

manipulated content (Felzmann et al., 2019). For Uzbekistan and other developing 

jurisdictions, these approaches could serve as models. Furthermore, collaborative 

mechanisms, such as regional agreements or coordination with global IP institutions 

like WIPO, may assist in harmonizing standards and building a legal infrastructure 
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capable of mitigating the risks of AI-generated manipulation, while preserving 

freedom of expression and technological innovation. 

From the analysis above, it becomes clear that current copyright frameworks, 

both in Uzbekistan and internationally, are under significant pressure in the age of 

AI-generated content. On the issue of authorship and ownership of AI creations, the 

law either denies protection (as in U.S. and Uzbek practice) or extends protection 

through legal fictions (as in the U.K.), but neither approach fully resolves the dilemma.  

There is a strong case that new approaches are needed to address the legal issues 

posed by AI-generated media content. In the realm of copyright, this might involve 

clarifying laws to confirm how human creativity can be blended with AI assistance for 

example, providing guidance on the threshold of human contribution required for a 

work to be protected. Legislatures may consider explicit provisions on "AI-generated 

works," whether to exclude them from protection (as pure machine output) or to 

create a tailored protection regime. International organizations like WIPO are already 

facilitating discussions on AI and IP, which could lead to soft law recommendations 

or treaty updates in the future (Atilla, 2024). 

For Uzbekistan, keeping pace with these developments is crucial. The country's 

existing copyright law provides a solid foundation by aligning with international norms 

on authorship, but it may need augmentation to explicitly handle AI-created works 

and to protect creators and the public from new forms of misuse. Policymakers should 

evaluate whether amendments are needed to the Copyright Act or related legislation 

to define the status of AI-generated works (possibly declaring them unprotected 

unless a human contributor is identified, to avoid ambiguity). Additionally, as 

Uzbekistan continues to digitalize, consideration could be given to laws ensuring 

transparency of AI-generated media and protecting individuals from unauthorized 

digital impersonation. In a global context where AI technology evolves faster than 

law, the need for new approaches is evident – not necessarily a wholesale 

replacement of copyright principles, but targeted adaptations and supplementary 

laws. 
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Modern society is experiencing a rapid integration of artificial intelligence 

systems and autonomous vehicles into daily life. According to Boston Consulting 

Group, autonomous vehicles are projected to constitute 25% of the global automotive 

market by 2035 (Noviati et al., 2024). Artificial intelligence and autonomous vehicles 

represent not only a transportation revolution but also a paradigm shift for legal 

systems. This technological transformation raises fundamental questions for legal 

theory and practice. The legal status of AI systems and autonomous vehicles remains 

undefined in most countries' legislation. The question of legal personality is one of 

the most important and complex legal issues in the field of artificial intelligence. The 

ambiguity surrounding liability, insurance systems, and legal subjectivity issues 

underscores the urgency of addressing these questions. 

This research aims to comprehensively study the legal personality issues of 

artificial intelligence, particularly autonomous vehicles, analyze international 

experience, and develop scientifically-based proposals for legislative improvement. 

The question of legal personality for AI systems has not found uniform solutions in 

national legislation, each state faces the necessity of detailed legal regulation based 

on the characteristics of its legal system. The concept of legal personality and its 

historical evolution provides essential context for understanding AI's potential legal 

status (Novelli et al., 2022). The concept of legal personality has historically been 

variable, encompassing new types with the development of society and technology. 

This evolution has previously accommodated non-human entities like corporations 

and governmental bodies (Hárs, 2022). 
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Different scholars approach the legal subjectivity of AI systems from varying 

perspectives. AI systems as merely objects of civil law are insufficient because they 

possess autonomy and unique decision-making abilities. The necessity of a special 

legal regime for autonomous vehicles. The research also monitors existing legislative 

frameworks in national contexts, analyzing civil codes and transportation laws. 

Statistical data regarding autonomous vehicle accidents, their causes, and liability 

determination mechanisms provide empirical grounding for the analysis. 

The global autonomous vehicle market is growing rapidly. It projects that by 

2030, autonomous vehicles will reach 40% of the global automotive market. This 

trend intensifies the need for legal regulation in this area. International legal 

standards for AI are developing quickly. Studies show a 320% increase in legal 

documents related to AI between 2015-2022. The adoption of ISO/IEC 22989 

standards represents a significant step toward global regulation of AI systems. 

Research indicates an increasing number of legal violations involving autonomous 

vehicles, with 273 autonomous driving-related accidents recorded in the US alone in 

2022. More than 45 countries worldwide have adopted special legislation regulating 

AI, with the European Union, United States, China, South Korea, and Singapore 

leading in this field (Chougule et al., 2024). 

Through analysis of international experience and legal frameworks, two 

potential categorizations for autonomous vehicles emerge. Firstly, autonomous 

vehicles as property objects requiring special legal regimes due to technological 

complexity Secondly, “Electronic persons” as a new type of legal construction with 

elements of limited legal subjectivity. Considering that modern autonomous vehicles 

lack fully independent decision-making capabilities, recognizing them as full legal 

subjects appears premature. However, implementing the “electronic person” 

construction could effectively address liability issues. The practical necessity of the 

“electronic person” concept remains contested. To granting AI «electronic person» 

status based on their autonomy and decision-making capabilities provides a clear 

mechanism for establishing liability when harm occurs (Custers et al., 2025). 

However, granting full legal subjectivity to AI could become an artificial legal 

fiction rather than addressing practical necessity. Such fiction might serve as a 

convenient mechanism for avoiding responsibility without effectively protecting the 

rights of injured parties. Studies suggest that in autonomous vehicle accidents, 

liability should ultimately rest with either insurance companies or manufacturers. The 

creation of a special legal regime for autonomous vehicles appears more promising. 

Based on research, regulating autonomous vehicles as objects with special legal 

regimes rather than full legal subjects offers several advantages. For example, 

ensures legal clarity, clearly defines liability issues, strengthens protection of injured 

parties' rights, does not impede innovation development.  A “electronic person fund” 

concept merits further development. This model offers a mechanism for distributing 

liability for damage caused by autonomous vehicles and pre-accumulating financial 

resources for compensation. 
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Based on the research findings, a gradual improvement of legislation following 

these principles is recommended: Firstly, technological neutrality (legislation should 

be adaptable to rapidly changing technologies), secondly, priority of safety (ensuring 

autonomous vehicle safety must be the primary task), thirdly, clear definition of the 

liability system, fourthly, consideration of international experience and standards. 

The «electronic person fund» concept should be adapted to specific national 

contexts as a mechanism for distributing liability for damage caused by autonomous 

vehicles and pre-accumulating financial resources. The research identifies several 

challenges in the scientific field: terminological inconsistency, lack of empirical data, 

complexity of interdisciplinary approaches, and balancing legal regulation with 

innovation. The ambiguity of legal concepts leads to serious problems in norm-

creation. These challenges can be addressed through clearly defining the conceptual 

apparatus in scientific research, studying foreign experience, taking a complex 

approach involving specialists from various fields, and proposing soft legal regulation 

instruments. 

Artificial intelligence, particularly autonomous vehicles, occupies a unique 

position in the modern legal system. While they are considered property objects, their 

autonomy necessitates a special legal regime. The “electronic person” concept 

implies limited rather than full legal subjectivity for AI and autonomous vehicles, 

reflecting their lack of self-awareness and genuine intelligence (Custers et al., 2025). 

The optimal way to address liability issues related to autonomous vehicles is applying 

the “risk chain” concept, which ensures reasonable distribution of liability among 

vehicle manufacturers, software developers, owners, and other subjects. Creating a 

special legal regime for autonomous vehicles is necessary to address liability, 

insurance, data security, and ethical-legal issues.  

Improving national legislation should adhere to principles of technological 

neutrality, safety priority, clear definition of the liability system, and consideration of 

international experience and standards. The “electronic person fund” concept should 

be adapted to specific national contexts as a mechanism for distributing liability for 

damage caused by autonomous vehicles and pre-accumulating financial resources. 

The legal status of artificial intelligence and autonomous vehicles has strategic 

importance, requiring gradual improvement of legislation, studying international 

experience, and creating modern legal mechanisms that consider national legal 

system characteristics. Accelerating the adoption of international standards such as 

ISO/IEC 22989 (AI concepts and terminology) and ISO/PAS 21448 (road vehicle 

safety) is essential for effective regulation in this emerging field. 
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Money laundering is the process where individuals or organizations hide the 

illicit origins of their funds and make them appear as though they come from 

legitimate sources. If this kind of crime happens, it can give a chance to criminals to 

bring illegally obtained money into the legal financial system. At first glance, money 

laundering might seem similar to other financial crimes like tax evasion or fraud, 

however, the main difference lies in the origin of the funds. Money laundering 

specifically uses the money that were obtained through illegal activities, including 

drug trafficking, corruption, organized crime, or even terrorism financing. Laundering 

money can have a detrimental impact on economy, for example, in 2021 alone, 

cybercriminals laundered $8.6 billion in cryptocurrency, a 31% increase over the 

previous year(Korejo et al., 2021).  

 When it comes cryptocurrencies, they can be considered as a digital version 

of money, but they differ in terms of many aspects compared to printed money and 

the fund on our bank cards. Most importantly, they are unregulated, which means that 

the government has little to none influence on controlling it and at being aware of the 
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crypto-transactions between certain people. Additionally, this type of digital money 

is not regulated nor ruled by any Central Banks. 

Usually, criminals use money laundering techniques to make it harder to public 

and government officials to track it. This process typically involves three stages. 

First one is a Placement. This stage can be done through methods such as depositing 

cash into bank accounts or purchasing assets like real estate or luxury items. Second 

stage is called Layering and this might involve transferring money between multiple 

accounts, investing in various financial instruments, or converting funds into different 

currencies. Last one is Integration, in other words reintroducing the "cleaned" money 

into the economy as seemingly legitimate income. At this stage, the laundered funds 

can be used for any expenses (Cooke & Marshall, 2024). 

Tax evasion and falsified accounting records are two common types of money 

laundering. In addition, criminals often use shell companies and offshore accounts to 

hide illegal funds and make them appear legitimate. Shell companies are businesses 

that exist only on paper. They don't have real operations or employees. Criminals 

create them to hide the true ownership of assets and to make illegal money look 

clean. When it comes to offshore accounts, these are bank accounts opened in 

countries different from where the account holder lives. Often, these countries have 

strict privacy laws, which makes it hard to trace the money back to its source. 

About 0.15% of all cryptocurrency transactions, roughly $14 billion annuall, are 

linked to illicit activities. Therefore, due to the risks associated with the use of 

cryptocurrencies related to money laundering, some countries have prohibited their 

use and imposed fines on their users (Sanz-Bas et al., 2021).  One of the main threats 

is the high level of anonymity provided by cryptocurrencies. That’s why 

cryptocurrencies have become a popular choice for criminals. For instance, weapons 

dealers, drug dealers, human traffickers, and child pornography distributors or even 

terrorist organisations make payments through cryptotransactions, because it makes 

their job easier because they can receive or send money while staying anonymous. 

The ISIL case can be real example: 
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The ISIL (Islamic State of Iraq and the Levant is a terrorist organization) can 

be seen while asking donations and giving their Bitcoin address (Press Release, 

2020). 

One of the methods where crypto-based money laundering occurs is a 

technique called cryptocurrency mixer, also known as a tumbler. Cryptocurrency 

tumblers make it hard to track specific coins by mixing funds from different sources 

over a random period before sending them to new addresses. These services exist 

because cryptocurrency transactions are recorded on a public ledger, and some users 

want to stay anonymous. However, tumblers have also been used to hide illegal 

money. A good example of this is the Sheep Marketplace case from December 2013. 

This online marketplace was mostly used for illegal activities like selling drugs, 

weapons, and stolen data. Another example is when hackers stole over $8 million 

worth of Bitcoin and in order to avoid getting caught, they used a service called 

Bitcoin Fog, which operated from 2011 to 2021.  

Nowadays, services like Tornado Cash, YoMix offer mix transactions so that it 

becomes difficult to trace where the money come from or where it is going. Those 

services are famous among criminals. For example, TornadoCash has been a good 

tool for North Korea’s Lazarus Group which stole $620 million Ronin Bridge hack 

while they later switched to using YoMix. Another method involves fiat-to-crypto 

exchanges. A fiat-to-crypto exchange is basically a place where you can trade 

regular money, like dollars or euros, for cryptocurrencies like Bitcoin and Ethereum. 

Platforms like Coinbase and Gemini offer people swaping their cash for digital coins. 

These exchanges act as a middleman between traditional finance and the crypto 

world. Also regulating these exchanges won’t always be easy.  

Last but not least, online gambling can be a method which people can exploit 

in order to make their “dirty” money “clean”. Many online casinos and betting 

websites accept crypto, which lets people deposit large amounts of money without 

too many questions being asked. Someone who wants to launder money can put their 

illegal funds into a gambling site, place safe bets, and then take out their winnings as 

if they were legally earned. Gambling transactions usually seem normal, so they don’t 

always raise suspicion. This makes it easier for criminals to hide where their money 

really came from. A lot of crypto gambling sites are also decentralized and don’t 

require much personal information, which makes it even harder for authorities to 

track. This is why online gambling has become a popular way for people to hide illegal 

money in the crypto world (Fiedler, 2013). 

Moreover, there is another method which, in my view, is always being 

neglected and ignored. That method involves Telegram and its marketplace, 

Fragment.com. No previous research has been done about that, so that’s why I 

decided to take this matter into my own hands. So, Fragment.com is a website where 

people can buy and sell special usernames and anonymous numbers. In other words, 

it is a service used for Telegram. This site runs on The Open Network (TON) 

blockchain that helps transactions to be safe and clear. Also, users can participate in 

public auctions or buy usernames directly, so that they can use these names for their 
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personal accounts, groups, channels, or bots on Telegram. For the payments, the 

people must use Toncoin, which is the main cryptocurrency for the TON blockchain. 

Everything up to here might seem okay, but the problem is users can also buy their 

own NFTs, e.g. usernames. In order to list a username, that you own on Telegram, 

you must claim it earlier than others and wait about 15 days. Afterwards, you will 

have a chance to auction your username and turn it into NFT. 

It was very hard to find a crime that has occurred on Fragment.com. However, 

this does not mean that criminals are not using this method, this high likely means 

that the criminals are not being detected and caught. I will just give one scenario. 

Let’s say someone from Uzbekistan gambled his money and won a fair amount of 

money. The next thing a gambler must to do is to bring his “dirty” money into a 

regular financial system. He could use fragment.com because owning some random 

username on Telegram gives him a chance to buy his own username, the whole 

amount of money comes back to himself but fragment.com only takes 5 TONcoin and 

5% of the last bid as a commission. Let’s say, a gambler bid on his own NFT and the 

auction ended. Then a gambler can withdraw that remaining money, and now he is 

good to go because his money looks like “clean money”. This tactic can used by any 

type of criminals such as a drug dealer, a scammer or a corrupted government official 

can easily exploit this method.  

At this picture you can see that some random username was bought at 16,667 

TONcoin which worth over $60,000 today. 

The picture above was taken from fragment.com and it is just like a tip of 

iceberg. Because over thousands of usernames similar to given picture exist on this 

site and a person with a conscious mind will never buy this type of crap username for 

a large sum of money. It is clear that this auction is used for money laundering. The 

good news is that earlier this year Telegram and fragment.com introduced Know Your 

Customer (KYC) check to enhance security and prevent illegal activities. KYC 

procedure involves asking users their original IDs and confirming that the person is 

real. It helps in assessing risks and making sure that the user isn’t involved in fraud 

or illegal activities. However, I’m pretty sure that the criminals can pass this stage 

without a doubt if they really want to do so by such as using a fake-ID or even by 

buying a passport and other personal information through Darkweb. 
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International cooperation’s also play a crucial role in fighting cryptocurrency-

based money laundering. The Financial Action Task Force (FATF) is a global 

organization that fights money laundering and terrorist financing. It sets international 

rules to stop these crimes and their negative effects on society. FATF has created 

40 key recommendations that help countries work together to fight organized crime, 

corruption, and terrorism. These rules make it easier for authorities to track down 

criminals who profit from illegal activities like drug trafficking and human trafficking. 

One of the earlier recommendations says that countries should criminalize money 

laundering on the basis of the United Nations Convention against Illicit Traffic in 

Narcotic Drugs and Psychotropic Substances, 1988 (the Vienna Convention) and the 

United Nations Convention against Transnational Organized Crime, 2000 also known 

as the Palermo Convention.   

What it means is that money laundering must be considered as a crime across 

the world. Additionally, this intergovernmental organization urges countries to punish 

criminals who contribute to money laundering in many ways such as participation, 

association, planning with others, attempting, facilitating and giving advice on this 

crime. FATF has also a jurisdiction to check whether countries are following the rules 

properly through regular reviews and takes action against those that don’t follow. 

From one side, it is true that cryptocurrencies have potential to make financial 

services more accessible and efficient. On the contrary, they can also provide 

criminals with new ways to launder money.   

To minimize the risks of cryptocurrency-based money laundering, I suggest 

taking some measures. Firstly, improving and expanding blockchain analytics tools is 

crucial for tracking suspicious transactions and identifying crimes. Secondly, 

regulations must be consistent all over the world to prevent criminals from exploiting 

weak points in the system. Additionally, giving limited control to government over 

cryptocurrencies may be useful, because at this case criminals know that they’re 

under control, so they may be refrain from doing it. Lastly, stronger partnerships 

between governments, financial institutions, and law enforcement agencies can be 

useful because exchanged data between them helps to tackle these challenges more 

effectively(Atlam et al., 2024) . 

To conclude, developments in blockchain analytics can offer some hope. 

Machine learning and graph-based analysis can be life-changing factors in helping 

investigators to detect suspicious activity. For instance, graph algorithms and 

machine learning can help in analyzing large amounts of financial data because Graph 

Neural Networks (GNNs) are designed to find connections and patterns. These 

methods can learn from past data and recognize signs of money laundering. This 

makes it easier to detect suspicious activity more accurately. On the other hand, 

advancements in Artificial Intelligence can be helpful for criminals who want to 

launder the money. For instance, AI can create deepfake identities. After that, AI-

generated fake IDs, documents, and even deepfake videos can be used to bypass 

Know Your Customer (KYC) checks.  
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In today’s modern world, the digital economy is rapidly developing and has 

become a complex system encompassing various sectors. Therefore, the legal 

regulation of this sphere has become a pressing issue. Developing legal mechanisms 

related to the digital economy and implementing them in practice enables 

transparency in the use of technologies, protection of citizens’ digital rights, and 

combating cybercrime. Legal regulation covers areas such as digital services, e-

commerce, intellectual property, personal data protection, cryptocurrencies, and 

artificial intelligence. By creating clear and effective legal frameworks in each of 

these areas, states can achieve a stable digital transformation. The issues of legal 

regulation of the digital economy and their solutions are considered not separately, 

but within a single system in close connection with technological, economic, social, 

and legal aspects (Guliyeva et al., 2021). Based on the development dynamics of 

digital transformation processes in countries around the world, the needs and 

promising directions for the legal system have been forecasted.  
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Before deeply analyzing this topic, it is necessary to understand the essence 

and meaning of several concepts. For example, without understanding the concept of 

the digital economy, it is not possible to talk about its legal regulation. The digital 

economy is a system of economic relations in which digitized data serve as the main 

factor of production in all sectors. In other words, it is a network of all types of 

economic activities carried out through information and communication technologies 

(ICT) around the world. Here, the focus is not on software, but rather on services, 

goods, and activities conducted through electronic business. For reference, the term 

“digital economy” first appeared in 1994 when Don Tapscott published his book “The 

Digital Economy: Promise and Peril in the Age of Networked Intelligence” (Bukht & 

Heeks, 2018).  

The theory of the digital economy has not yet fully formed and is being studied 

in depth by many scholars and experts. In scientific literature, the modern digital 

economy is described using various terms. The growing importance of digital 

information technologies in economic processes and their crucial role in shaping the 

economy on a global scale. In today's world, the development of the digital economy 

is occurring at a rapid pace, and the reason for this is clear: the advantages of the 

new economy over the traditional one has become evident. Economic relations are 

virtual, digital documents eliminate the need for paper materials, goods are 

weightless, which in many cases eliminates the demand for large-scale packaging 

and transportation services (Irtyshcheva, 2021). 

The possibilities for movement in the virtual space are limitless, new virtual 

currencies have emerged and are being actively used, and so on. The problem is that 

despite such rapid development and clear progress, the future directions of the digital 

economy are still uncertain. At the current stage, it is difficult to envision the future 

relationship between the digital and traditional economy, the economy that consumes 

material resources and requires labor. However, it is clear that the new relationships 

emerging within the digital economy must be properly formalized from a legal 

standpoint, because the legal vacuum in this area may negatively affect traditional 

ways of conducting business. To confirm the relevance of this issue, one can refer to 

the application of innovative technologies in the taxi services sector, in particular, 

the Uber service which uses digital technologies for smartphones. In some countries, 

particularly in India, the emergence of Uber services has led to serious negative 

changes in the traditional taxi service system, as the legal norms that had been in 

place in this sector were not compatible with the new conditions (Pepić, 2018).  

The main characteristics of the traditional post-industrial economy and the 

digital economy differ significantly, which indicates the need to develop a new model 

of legal regulation to support new economic processes. Currently, there are various 

opinions about the normative and legal measures that should be implemented to 

regulate the development of the digital economy worldwide. Our studies have shown 

that the digital economy is more global compared to the traditional economy, meaning 

that the importance of harmonizing regulatory frameworks in this area is growing not 

only at the national but also at the international level. However, at present, the legal 
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norms applied to the digital economy are not very clear, as approaches to this field 

vary across countries, which in turn creates risks for the successful development and 

implementation of innovations. 

In addition, although the digital economy covers many areas of activity, it 

cannot yet be called a global economy, as not all economic sectors have the capacity 

to manage it. Therefore, legislative changes in this field should be implemented 

gradually. For example, in 2009, the Australian Government published a report on 

broadband communication and the digital economy, emphasizing the need for joint 

efforts by society, industry, and the state for the development of the digital economy 

in Australia. The report noted that the government's main role in the development of 

the digital economy is to regulate market issues, ensure effective and fair functioning 

in this field, reduce the negative consequences of social inequality in society, and 

support the most vulnerable segments. According to the report's authors, the primary 

goal of the state is to ensure that citizens, businesses, and households have access 

to all the services offered by the digital economy. For this, it is necessary to build 

and develop digital infrastructure, support the development of innovations, and 

develop an appropriate legal framework (Oloyede et al., 2023). 

The report of the Digital Economy Commission of the World Trade Chamber 

emphasized that effective methods of regulation within the digital economy may be 

leadership-based approaches, as the previously used detailed regulatory documents 

for all types of activities are not capable of regulating new digital technologies in a 

timely manner. Moreover, in the rapidly evolving conditions of the digital economy, 

there is a risk that legislative methods may lose their relevance. According to some 

scholars, in order to successfully regulate activities in the digital economy, it is 

necessary to apply methods that regulate social relations after they arise, while also 

taking into account relevant data. At the same time, methods based on prior 

calculations and forecasting may not be effective in new conditions. 

The Digital Economy is a global phenomenon that encompasses various aspects 

of the economies of many countries. Therefore, it is still too early to conclude 

whether there are or should be specific legal acts regulating this field. However, 

some countries have developed and implemented such documents. For example, in 

the Russian Federation, the official development of the digital economy began on 

December 1, 2016, after President Vladimir Putin's address to the Federal Assembly. 

In the address, the need to create a new web-economy was emphasized, aimed at 

increasing the efficiency of industrial sectors through the use of information 

technologies. Looking at the experience of the United Kingdom, in 2010 the "Digital 

Economy Act" was adopted, followed by another "Digital Economy Act" in 2017. The 

2010 Act defined the functions of the UK's communication authority, established the 

internet domain registry, developed regulations related to online copyright 

infringement, and regulated the provision of radio and television services, as well as 

the use of the electromagnetic radiation spectrum. 

The 2017 Act, adopted as a supplement to the previous one, aimed to regulate 

electronic communications services and infrastructure, define access regulations 
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related to online pornography, identify systems for the protection of intellectual 

property related to electronic communications, regulate data sharing systems, 

prevent the use of communication devices for crimes such as drug trafficking, manage 

the application of internet filters, and monitor the operation of payment systems. In 

France, the "Law on Confidence in the Digital Economy" has been adopted and is 

currently in effect. This regulatory legal document mainly provides for amendments 

to other laws. For instance, changes are made to electronic commerce activities and 

technical service provisions, as well as regulations related to digital economy security 

and the resolution of other issues. Another serious issue in developing the legal 

framework for the digital economy has been the challenge of ensuring competition, 

which is becoming increasingly important over time.  

The rapid growth of innovation and the application of cutting-edge technologies 

in the digital economy often surpass traditional regulatory methods, making it difficult 

for the state to consistently monitor and consider rapidly evolving competition across 

various economic sectors. In today's digital economy, increasing competition requires 

the state to implement legal protection measures within the framework of intellectual 

property laws. Furthermore, regulation in this field demands approaches based on 

collaboration between intellectual property rights and competition law. It should be 

emphasized that the application of innovations and technical improvements even 

competition arising from potential failures in their operation is of great significance 

for the development of the digital economy (Oluka, 2024). 

The main driving force behind the development of society in the field of digital 

technologies is the improvement in the quality of the global internet network and the 

expansion of communication technologies. As a result of these factors, it has become 

possible to quickly exchange, collect, and store large volumes of data. This, in turn, 

allows for in-depth analysis of existing information, accurate forecasting based on 

data, rational decision-making, and increased efficiency in various sectors. However, 

the formation of digital infrastructure namely, the creation of international-level 

information platforms and the ecosystems that support them is of significant 

importance. At the same time, this process brings about a number of challenges. It is 

essential to address these issues in a timely manner, as delays could lead to negative 

consequences in the process of digital transformation. 

One of the most difficult issues to resolve in the digital economy is legal 

regulation. In the development of innovative technologies within the digital economy, 

the key factor is access to data. If third parties interested in such data are granted 

access rights, numerous questions arise regarding the protection of competition and 

rights. Thus, it can be understood that there are problems in the legal provision of 

data protection. Therefore, various approaches in the field of digital economy 

regulation converge on the idea that conditions should be created for the free 

development of technical innovations, while also taking into account potential risks. 

One of the most significant risks is the uncertainty about the future direction of digital 

economic development (Kumari, 2023). Hence, the legislation being developed must 

be sufficiently flexible and consider as much relevant data as possible. 
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The experience of various countries shows that an effective legal framework 

for the digital economy requires a comprehensive and integrated approach. Key areas 

include the protection of personal data, the strengthening of intellectual property 

rights, ensuring cybersecurity, and fostering a competitive environment. Without the 

development of unified international approaches, differences in national legislation 

may hinder the growth of digital economic relations. Therefore, alongside the 

development of digital infrastructure, it is essential to continuously improve the 

regulatory and legal documents that define the legal status of entities operating based 

on modern technologies. Ultimately, the regulation of the digital economy should not 

become an obstacle to innovative development but should serve as a supporting and 

stimulating factor.  
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Cybersecurity governance has become a central concern for organizations 

across all sectors, driven by the escalating frequency and sophistication of cyber 

threats. As digital transformation accelerates, organizations are increasingly reliant 

on complex information systems, making them attractive targets for cybercriminals 

and state-sponsored actors alike. The legal aspects of cybersecurity governance 

encompass the frameworks, statutes, and regulations that define how organizations 

must protect their digital assets and operations. These legal frameworks are not only 

crucial for safeguarding sensitive data and maintaining business continuity but also 

for ensuring compliance with a growing array of national and international laws. The 

intersection of law and cybersecurity is characterized by a dynamic landscape, where 

legal requirements evolve in response to emerging threats and technological 

advancements (Olukunle Oladipupo Amoo et al., 2024). Precise legal definitions such 

as those pertaining to “cyber threat,” “data breach,” and “information security” are 

essential for providing clarity and consistency in both regulatory enforcement and 

judicial proceedings. However, the interpretation of these terms often varies across 

jurisdictions, posing significant challenges for organizations operating in multiple 

countries.  

The legal definitions that underpin cybersecurity governance are foundational 

to the development and enforcement of effective regulatory frameworks. A “cyber 

threat” is commonly understood as any potential event or action that exploits a 

vulnerability in an information system, with the potential to cause harm to an 

organization’s data, systems, or operations. This broad definition encompasses a wide 

range of malicious activities, from ransomware attacks and phishing schemes to 

advanced persistent threats orchestrated by nation-states. “Data breach” refers to 

incidents involving unauthorized access to, or disclosure of, sensitive, protected, or 

confidential data. Such breaches can have far-reaching legal and reputational 

consequences, particularly in sectors handling personal or financial information 

(Safitra et al., 2023). The ISO/IEC 27001 standard, widely recognized in both legal 

and technical circles, defines “information security” as the preservation of 

confidentiality, integrity, and availability of information. Legal frameworks also 

address the concept of “cyber risk,” which refers to the potential for loss, damage, 

or destruction of assets or data as a result of a cyber-attack or breach.  

The legal framework for cyber risk management establishes the standards and 

obligations that organizations must adhere to in order to identify, assess, and mitigate 

cyber threats. Central to this framework is the concept of “reasonable security 

measures,” which serves as the benchmark for evaluating an organization’s 

cybersecurity posture. However, what constitutes “reasonable” varies significantly 

across legal systems and industries. In the United States, for example, the Federal 

Trade Commission’s “Start with Security” guide provides practical recommendations 

that serve as a baseline for reasonable security practices. Failure to implement such 

measures can result in regulatory enforcement actions, civil liability, and reputational 

harm. Legal frameworks are increasingly moving towards risk-based approaches, 

requiring organizations to tailor their cybersecurity programs to the specific threats 
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they face. This evolution reflects a growing recognition that proactive risk 

management is essential for mitigating cyber threats and protecting digital assets 

(Nurwanah, 2024).  

The governance of cybersecurity within organizations has shifted from being a 

purely technical concern to a core issue of corporate governance. Regulatory bodies 

are increasingly holding boards of directors and senior executives accountable for 

overseeing cybersecurity risks. In the United States, the Securities and Exchange 

Commission (SEC) has issued guidance emphasizing the need for board oversight of 

cybersecurity risks, reflecting a broader trend towards integrating cyber risk 

management into overall corporate governance structures. The New York 

Department of Financial Services’ Cybersecurity Regulation, for instance, mandates 

that financial institutions implement specific governance requirements, including the 

appointment of a Chief Information Security Officer and the establishment of a formal 

cybersecurity program. These legal requirements underscore the importance of 

treating cybersecurity as a strategic business issue rather than a peripheral IT 

function. Boards are expected to be informed about the organization’s cyber risk 

profile, to allocate adequate resources for cybersecurity, and to ensure that 

appropriate policies and controls are in place.  

The development of international cybersecurity law is a rapidly evolving field, 

reflecting the global nature of cyber threats and the interconnectedness of digital 

infrastructure. Existing international legal principles, such as state sovereignty and 

non-intervention, are being tested by the unique challenges of cyberspace, including 

attribution, jurisdiction, and the use of offensive cyber capabilities. The Council of 

Europe’s Budapest Convention on Cybercrime, ratified by over 65 countries, provides 

a common foundation for national cybercrime laws and facilitates international 

cooperation in prosecuting cybercrimes. However, significant gaps remain, 

particularly in terms of harmonizing legal definitions and enforcement mechanisms 

across jurisdictions. Ongoing debates center on whether new international 

instruments are needed to address issues such as state-sponsored cyber operations 

and the protection of critical infrastructure.  

Legal definitions of cyber risks and threats vary significantly across 

jurisdictions, reflecting different regulatory philosophies and priorities (Kello, 2021). 

In the United States, the Cybersecurity Information Sharing Act (CISA) of 2015 

defines “cyber threat indicators” in precise terms, focusing on information necessary 

to describe or identify malicious activities, vulnerabilities, and methods of defeating 

security controls. In contrast, the European Union’s Network and Information Security 

(NIS) Directive adopts a broader approach, defining an “incident” as any event having 

an actual adverse effect on the security of network and information systems. These 

definitional differences have practical implications for reporting obligations, incident 

response, and cross-border data sharing. The rapid evolution of cyber threats, 

including the emergence of AI-powered attacks and sophisticated supply chain 

compromises, continually tests the adequacy of existing legal definitions.  
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The integration of cyber risks into broader enterprise risk management (ERM) 

frameworks has significant legal and practical implications. The Committee of 

Sponsoring Organizations of the Treadway Commission (COSO) has explicitly 

recognized cybersecurity as a critical component of ERM, underscoring the need for 

organizations to address cyber risks alongside traditional business risks such as 

financial, operational, and reputational risks. In the context of mergers and 

acquisitions, cyber risks have become a key due diligence consideration, with the 

potential to materially affect transaction value. The Verizon-Yahoo deal, where the 

discovery of significant data breaches led to a $350 million reduction in the purchase 

price, serves as a stark illustration of the financial impact of cyber risks on corporate 

transactions. Legally, liability for cyber risks can arise under various theories, 

including negligence, breach of contract, and statutory liability. The concept of 

“reasonable security measures” is central to determining liability, with courts 

increasingly looking to industry standards and regulatory guidance to assess whether 

an organization’s cybersecurity practices meet the required standard of care (Breaux 

& Baumer, 2011).  

The legal framework addressing cybercrime is anchored by international 

agreements such as the Budapest Convention on Cybercrime, which establishes 

common definitions and procedures for investigating and prosecuting cyber offenses. 

This convention has been instrumental in fostering international cooperation, enabling 

law enforcement agencies to share information and coordinate investigations across 

borders. However, the transnational nature of cybercrime presents persistent 

challenges, including issues of jurisdiction, evidence collection, and extradition. The 

rapid pace of technological change further complicates enforcement, as lawmakers 

struggle to keep statutes up to date with new forms of cybercrime, such as 

ransomware-as-a-service and cryptocurrency-enabled money laundering. Legal 

frameworks must strike a balance between deterring criminal activity and fostering 

legitimate security research and innovation. Overly broad or vague laws risk 

criminalizing beneficial activities, while overly narrow statutes may leave gaps that 

cybercriminals can exploit. For organizations, the evolving legal landscape requires 

robust incident response plans and close collaboration with law enforcement to 

navigate the complexities of cybercrime investigations and enforcement actions. 

Breach notification laws have become a critical component of the legal 

framework governing cybersecurity, imposing obligations on organizations to 

promptly disclose data breaches to affected individuals and regulatory authorities. 

The legal consequences of delayed or inadequate breach notifications can be severe, 

as demonstrated by high-profile cases such as Uber’s 2016 data breach, where the 

company faced multiple lawsuits and regulatory actions for failing to promptly 

disclose the incident (De-Yolande et al., 2023). These laws often interact with other 

legal obligations, creating potential conflicts and complexities. For example, 

securities disclosure requirements may necessitate the public disclosure of breaches 

affecting publicly traded companies, as highlighted by the U.S. Securities and 

Exchange Commission’s guidance on cybersecurity disclosures. The Equifax 2017 
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data breach is a notable case where breach notification laws and securities 

regulations intersected, resulting in both regulatory actions and shareholder lawsuits.  

The concept of “fourth-party risk”-the risk posed by subcontractors of an 

organization’s vendors-has emerged as a significant legal consideration in supply 

chain cybersecurity (Abdelmagid & Diaz, 2025). As organizations increasingly rely on 

complex, global supply chains, the potential for cyber threats to propagate through 

interconnected networks has grown. Some jurisdictions have responded by 

introducing certification schemes for supply chain cybersecurity, such as the United 

Kingdom’s Cyber Essentials program, which establishes baseline security 

requirements for suppliers and may impact liability assessments in the event of a 

breach. The global nature of supply chains presents challenges in applying and 

enforcing cybersecurity standards across different legal jurisdictions, particularly 

when suppliers are located in countries with varying levels of regulatory oversight. 

Legal frameworks are evolving to address issues such as software supply chain 

integrity, hardware backdoors, and the allocation of liability among parties in the 

event of a cyber incident.  

Certain industries have developed specialized international cybersecurity 

standards to address their unique risks and regulatory requirements. In the financial 

sector, the SWIFT Customer Security Programme (CSP) mandates a comprehensive 

set of security controls for all SWIFT users, with significant legal implications for 

non-compliance, including potential disconnection from the SWIFT network. This 

program has set a global benchmark for cybersecurity in the banking sector, 

influencing both regulatory expectations and industry practices. The Basel Committee 

on Banking Supervision’s guidance on cyber resilience provides a framework for 

regulators to assess banks’ cybersecurity preparedness, and has been incorporated 

into national banking regulations, creating legally binding obligations for financial 

institutions. Similarly, the aviation industry has adopted the International Air 

Transport Association (IATA) Aviation Cyber Security Toolkit, which provides 

detailed guidance for airlines and airports and is referenced in civil aviation 

authorities’ cybersecurity regulations. The IEC 62443 series, developed by the 

International Electrotechnical Commission, sets standards for industrial control 

systems security, with significant implications for the protection of critical 

infrastructure.  

The legal aspects of cybersecurity governance in organizations are 

characterized by complexity, dynamism, and global interdependence. As cyber 

threats continue to evolve, so too must the legal frameworks that govern 

organizational responses (Del-Real & Díaz-Fernández, 2022). Organizations face an 

ongoing challenge to interpret and comply with a patchwork of national and 

international laws, sector-specific standards, and evolving regulatory expectations. 

Effective cybersecurity governance requires a proactive, risk-based approach that 

integrates legal, technical, and organizational measures. Boards of directors and 

senior executives must recognize cybersecurity as a core business issue, ensuring 

that adequate resources and oversight are dedicated to managing cyber risks. Legal 
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counsel and compliance professionals play a critical role in navigating the evolving 

legal landscape, advising on the development and implementation of policies, 

procedures, and controls that meet both legal and business requirements. As the 

digital economy continues to expand, the importance of robust legal frameworks for 

cybersecurity governance will only grow, making it imperative for organizations to 

remain vigilant, adaptive, and informed.  
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